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Abstract—The internet especially social media has been a major
platform where people interact with each other. We are able to
interact with each other regardless of time and place because of
the advancement of technology. Unfortunately, not all of the
interaction that goes on are good or positive. One of the negative
interaction that can happen online is cyberbullying which has
rapidly increase throughout the years, whether it be through
social media, emails or texting. Therefore, it is important to
prevent cyberbullying from occurring which is why this research
is done. Detecting the presence of cyberbullying is one if the main
issue in avoiding it from happening. Cyberbullying detection can
be challenging because the many languages used in the world,
most of the time slangs and informal languages are used and
special characters like emoji are also used during online
conversation. The aim of this research is to detect the presence of
text cyberbullying from online post. Two term weighting schemes
and two classification algorithms are compared in this research.
The weighting schemes used namely Entropy and Term
Frequency - Inverse Document Frequency (TF-IDF) for feature
selection and Naïve Bayes algorithm is used and compared with
Support Vector Machine (SVM) algorithm. As a result, it shows
that Naïve Bayes classifier yields a better accuracy when used
with TF-IDF which is 97.60%. Hopefully this research is able give
other researchers an insight, particularly to those who are
interested in a similar area.
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I. INTRODUCTION

Human communication methods has changed through the
years, now we are mostly communicating online, whether it be
emails or social media such as Facebook, Twitter and
Instagram. These advancement has given us a wonderful
ability to connect with each other no matter where we are,

however they also increase the ability for us to harm others no
matter where we are, one example is cyber bullying.

Social media sites has been a platform of spreading lies,
anger and hateful comments. Day by day people are getting
more comfortable expressing their emotions on the web, which
can result to cyberbullying.

Cyberbullying can be defined as willful and repeated harm
inflicted through the use of computers, cell phones, and other
electronic devices [22]. Cyberbullying has become a major
problem compared to conventional bullying, this is because it’s
easier, faster and can be done anonymously. People resort to
cyberbullying because of their anger, frustration, need for
revenge or they feel the need to be in control and powerful.

Cyberbullying can come in many forms, it includes
rumours, inappropriate or embarrassing photos or videos and
threatening, offensive or harassing massages posted on social
networks or sent through emails.

Cyberbullying can have long term effect towards the
victim. The victim will have lack of confidence, depression,
and many more undesirable outcomes that will harm the victim
mentally and might affect them their whole life.

There are websites that filter or block contents that are
deemed inappropriate, at times this might not be enough. This
is because sometimes the damage has been done where the
victim has seen the inappropriate text, photos or video. The
detection of cyberbully should be improved where one day
maybe with the help of humans, the message that is intended
for the victim will never be send and there will be a system
that always monitor the website.
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II. PROBLEM BACKGROUND

We can now see that countless people spend most of their
time online whether shopping, making transaction or doing
research, but mostly people would go online to go to social
media websites. This is where most of the interaction with
other people occurs. There are also other notable platforms
where people interact, namely emails, blogs, chat rooms and
instant messages applications.

Cyberbullying can be done using phones via texting or
using computers where damaging inappropriate photos can be
circulated, rumours can be spread and harsh and hateful words
are exchanged. The regrettable thing is that cyberbullying can
be done anywhere and anytime to anyone in the world and
sometimes it can be done anonymously. Detection of
cyberbully text can be quite complex, because there are slang
or new terms which not all people can understand. Misspelling
can occasionally occur within a text and more than one
language can be used in a sentence.

When classifying documents that contains cyberbullying
using a specific algorithm the problem that can occur is
misclassifying, this is when documents that is non-cyberbully
is classified as cyberbully also called false positive. Some
documents can also be classified as cyberbully when they do
not have cyberbully contents, this is call false negative. The
low accuracy is effected by the false positive and false
negative of the dataset.

III. STATEMENT OF PROBLEM

The detection of cyberbullying can be an interesting yet
complicated undertaking, particularly if it is done on a group
of posts. Usually, the main concern in classifying online post
or comments in social media or chatroom is to accurately
extract languages that are used and determine them as
cyberbully or non-cyberbully.

Due to the many languages that is available it contributes
to the difficulty to detect cyberbullying. It is possible to find
multiple languages within a text. Since there are countless
people with the ability to speak more than one language, they
might use more than one language within their online post.

People online do not usually use formal language for their
post of conversation. Slangs and short forms are typically used.
Examples slangs are ‘noob’ and ‘meh’ of short forms are,
‘btw’ ‘lmao’ and ‘DM’. These words carry a meaning of their
own however they are understood only by certain demographic
and not considered as an official language. Therefore, these
types of words might not be detected.

Special characters, emoticons and emoji are also used
widely in the internet which also contributes to the noise of the
data. Even though some of these emoticons in useful to convey
various massages, these emoticons however are not
contributing to increase the accuracy of detection.

The objectives of this research are;

i) To clean the dataset using pre-processing techniques
of removal of special characters, tokenization, stop
word removal, stemming and transform cases.

ii) To select features from the Formspring post using
Entropy and TF-IDF.

iii) To evaluate and verify the effectiveness of the
proposed approach in terms of accuracy, precision,
recall and F score.

IV. RESEARCH METHODOLOGY

The research begins at the first phase. This phase includes
data collection, pre-processing and resulting in a data that is
ready for the next phase. Feature selection and classification is
part of the second phase. During this phase term weighting
schemes is applied to select relevant terms related to
cyberbullying. Then the online comments are classified as
bullying or non - bullying. Lastly is the third phase, during this
phase the term weighting scheme and the classifiers
performance used during this research are evaluated. Fig. 1
shows the steps that are carried out to achieved the target of the
project.

Fig. 1. Research Framework

V. DATASET

This study will use the data set obtained from Reynolds et
al. (2011). They crawled the data from Formspring.me. The
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information was extracted from 18,554 users that were
randomly selected. The data contained around twelve thousand
post. There are 500 post that is randomly selected for this
research. The data was labelled by Amazons Mechanical Turk,
which is a web service.

VI. RESEARCH DESIGN AND IMPLEMENTATION

A. Pre-Processing

This process is to ensure the raw data is transformed into a
format that is understandable. Unwanted data will be removed
and the wanted features will be extracted. This will improve the
quality of the data and making sure it is ready for the next step
The data that was obtain might have noises, they can be remove
by using algorithm for pre-processing. Raw set will be
presented as the result to make it easier to classify the data. Fig.
2 shows the process involved in pre-processing.

Fig. 2. Pre-Processing

B. Feature Selection

This step is important to eliminate features that are
redundant. This is because not all not all features are necessary
to be used for the research. The result from the previous phase
will be used in this phase. During this research, the weighting
schemes that will be used are Entropy and TFIDF.

This process is done to reduce the amount of features,
only the best features are selected. Term feature ranking
reduces dimension of term but not the documents. The most
relevant features will be obtained for the purpose of data
training and testing.

1. Entropy

This scheme will calculate the Local and Global weight.
The length of the document will be taken into account during
calculations. Entropy assumes a document is more significant,
as compared to the term appeared in many documents in the
collection.

2. Term Frequency Inverse Document Frequency (TFIDF)

Term frequency (TF) measures the frequency of a term
appears in a document, in order to normalize the data, term
frequency is divided by the length of document. Inverse
document frequency (IDF) assumes that the importance of a
term relative to a document is inversely proportional to the
frequency of occurrence of this term in all the documents.
According to this method the higher number of terms in a
document the more significant the weight value. TFIDF is
calculated on the product of TF and IDF. The TF and IDF is
calculated separately for TFIDF.

C. Classification

Rapidminer software is used for this research, from where
classifiers such Naïve Bayes and SVM can be used.
Rapidminer has included these classifiers in its software. The
input of data into the classifier involves label and id settings to
ensure that the classifier and Rapidminer is able to read and
process the data. Rapidminer has an interface that is user
friendly and that makes adding data into the software easy.
Firstly, dataset is used as an input to train the classifiers. Then
the dataset is tested. Lastly, the result will be evaluated where
the Accuracy, Precision, Recall and F measure parameters are
set.

VII. RESULT

This is the last step for this research. The weighting
schemes and classification performance are measured. The
accuracy of finding contents related to cyberbullying will be
determined during this phase.

Results are evaluated for its accuracy, recall and F score.
Fig. 3 below shows the result, which is the pattern of each of
the classifier with each of the term weighting schemes based on
their accuracy, precision, recall and F score.
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Fig. 3. Result of Performance Evaluation Measurement

From the result, it shows that Naïve Bayes accuracy is
better than SVM, however SVM give better precision than
Naïve Bayes. For Recall, Naïve Bayes have higher percentage
compared to SVM. For F score, Naïve Bayes also give better
performance than SVM. SVM give better result when used
together with entropy as shown in the result that it gives higher
percentages for accuracy, precision recall and F score. While
Naïve Bayes resulted in higher percentages for accuracy,
precision recall and F score when used together with TF-IDF.
The best accuracy is Naïve Bayes with TF-IDF with 97.60%.
The highest precision is shown by SVM with entropy with
97.78%. The best recall percentage is shown by Naïve Bayes
with TF-IDF which resulted in 93.10%. Naïve Bayes with TF-
IDF also have the best F score with 94.74%. In conclusion,
from the result it shows that Naïve Bayes with TF-IDF give a
good performance to classify whether a data has cyberbullying
elements.

VIII. CONCLUSION

The aim of this research is to detect the presence of text
cyberbullying from online post using term weighting scheme
and Naïve Bayes Classifier. The term weighting scheme used
were entropy and TF-IDF. The Naïve Bayes classifier were
used and compared with SVM. Each of the classifiers are
paired with each term weighting schemes. Their results are
evaluated by looking at their accuracy, precision and F score.
The schemes were proposed to improve to cyberbullying
classification.
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