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Abstract—Wireless sensor network (WSN) is among the popular communication technology which capable of self-configured and infrastructure-less wireless networks to monitor physical or environmental conditions. WSN also is the most standard services employed in commercial and industrial applications, because of its technical development in a processor, communication, and low-power usage of embedded computing devices. However, WSN is vulnerable due to the dynamic nature of wireless network. One of the best solutions to mitigate the risk is implementing Intrusion Detection System (IDS) to the network. Numerous researches were done to improve the efficiency of WSN-IDS because attacks in networks has been evolved due to the rapid growth of technology. Support Vector Machine (SVM) is one of the best algorithms for the enhancement of WSN-IDS. Nevertheless, the efficiency of classification in SVM is based on the kernel function used. Since dynamic environment of WSN consist of nonlinear data, linear classification of SVM has limitations in maximizing its margin during the classification. It is important to have the best kernel in classifying nonlinear data as the main goal of SVM to maximize the margin in the feature space during classification. In this research, kernel function of SVM such as Linear, RBF, Polynomial and Sigmoid were used separately in data classification. In addition, a modified version of KDD’99, NSL-KDD was used for the experiment of this research. Performance evaluation was made based on the experimental result obtained. Finally, this research found out that RBF kernel provides the best classification result with 91% accuracy.
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I. INTRODUCTION

Wireless Sensor Network (WSN) has been used in many applications such as health care, vehicle cloud and agriculture. WSN is formed with a combination of two components which are sinks and sensor nodes. Due to the exposure of vulnerabilities towards WSN cause by its dynamic environment, wireless Sensor Network Intrusion Detection System (WSN-IDS) was developed to detect intrusion that could lead to network attack and send the alarm for any intrusion signals. Signature-based detection of IDS have a better performance in terms of detecting known abnormalities but it was found inefficient when it comes to new patterns of abnormalities (Rustam and Zahras, 2018). Therefore, anomaly-based detection of IDS is preferred as it identifies changes in the pattern of the system behavior (Kwon et al., 2019). According to (Ahmad et al., 2018), people are mostly implemented soft computing, machine learning and data mining to detect the attitude of intruders. This improvement is influenced by the problem that occurs when dealing with a huge amount of data (Reddy et al., 2016).

Support Vector Machine (SVM) is one of the machines learning methods that can provide high efficiency in classification (Rustam and Zahras, 2018). SVM has been widely used to propose a possible solution for the problem of complexity in IDS (Al Mehedi Hasan et al., 2013). However, the performance of SVM depends on the kernel used, parameters and data representation. Since data traffic in the real world is nonlinear (Rustam and Zahras, 2018),
(Farnaz and Jabbar, 2016). According to Mathew et al. (2017), SVM work efficiently with problems that are nonlinear based on the kernel function. Different kernel function will have a different SVM architecture for data classification. In SVM, the main goal of its classifiers is to have a hyperplane that can maximize its margin between data point (Kausar et al., 2011). This goal can be achieved by using the kernel function in SVM (Mitrokotsa and Douligeris, 2005). This research is aimed to obtain the best SVM kernel function in the classification of nonlinear data for Wireless Sensor Network Intrusion Detection System (WSN-IDS). By implementing the best kernel function, enhancement towards classification accuracy of SVM classifiers which also influenced the performance of SVM based WSN-IDS can be achieved. In the following sections of this paper, literature review, methodology, implementation, and experimental result of this research will be discussed.

II. LITERATURE REVIEW

Intrusion detection is a process that monitors and analyze computer networks or system against intrusion (Liao et al., 2013). IDSs were first developed by Anderson in 1980 (Anderson, 1980) and improved by Denning a few years later (Denning, 1987). IDS functions as a tool to identify and react to any harmful and intrusive activities that occur within the system's facilities (Ghanem and Jantan, 2018). Many approaches have been created in the development of IDS such as implementing Machine Learning approaches to enhance the effectiveness of classification. Intrusion Detection System can be categories into three classes: Network-based (NIDS), Host-Based (HIDS) and Wireless-Based (WIDS). NIDS is a system to monitor and analyze the traffic of a network to identify malicious activity or attack. HIDS monitor and analyses the entire part of a computer system to identify intruders. HIDS can analyse the incoming network packet because of the ability of a computer system to establish connections with networks. WIDS is a system like NIDS but it is specifically designed for wireless networks.

A. Wireless Sensor Network Intrusion Detection System (WSN-IDS)

A wireless sensor network (WSN) is a wireless network that composes of the participation of sensor nodes and a centralized point called a sink or base station. WSN often operates in sectors like health care, climate change, room monitoring, agriculture, military, and other surveillance application. It operates the system as a group that collaborates with other neighbouring nodes and transmit data to the sink (Boubiche et al., 2020). Nodes in WSN are independent which can self-organize and self-healing. However, the mentioned characteristic of nodes leads the network to the exposure of network attack (Alrajeh et al., 2013). One of the security mechanisms that protect WSN is the integration of IDS in the network system.

B. Detection Type of Wireless Sensor Network Intrusion Detection System

Intrusion can be detected based on the two modules: Signature-Based and Anomaly Based (Bhuyan et al., 2014). The signature-based approach detects intrusion by examining the pattern and match it with the signature stored in the existing database of the system (Cahyo et al., 2016). Signature Based has great accuracy in detection. However, this approach has difficulties in detecting new attack or intrusion because the signature of the new intrusion is absence in the database.

Anomaly-based is a detection approach of IDS that detects intrusion based on the created profile of the system (Cahyo et al., 2016). The profile is created to define the normal traffic pattern and the detection is done by matching the pattern of the traffic. If the pattern is different from the profile, hence intrusion of malicious packets is detected. Thus, the anomaly-based approach has the advantage of detecting both new and old intrusion or attack (Alrajeh et al., 2013). Machine learning algorithm has been used in the development of IDS to have an accurate model specifically for classification, prediction and clustering (Jadidoleslami, 2011).

C. Implementation of Machine Learning in WSN-IDS

The development of IDS has gone through numerous developments and many improvements have been are using Machine Learning (Sharma and Gupta, 2015). The implementation of Machine Learning is to enhance the capability of IDS to have efficient as well as accurate detection. According to (Baraneetharan, 2020), the concept of Machine Learning is important to solve issues in the application of WSN due to the rapid changes, complexity, and dynamic environment of the network. Machine Learning can be categorized into Supervised Learning and Unsupervised Learning. Both algorithms can also be combined which makes it Semi-Supervised Learning. Fig. 2.1 shows the categories of Machine Learning.
1) Unsupervised Learning in WSN-IDS

Unsupervised learning of Machine Learning uses the clustering technique in finding a group of hidden data. According to (Zanero and Savarese, 2003), unsupervised learning is quite robust, and it can identify strange observation in a huge range of the event. In IDS, an unsupervised learning algorithm will learn the pattern of networks and any anomalies that occur can be detected. However, it has an issue that could have false positive alarms when detecting new patterns in a huge amount of data.

2) Supervised Learning in WSN-IDS

Supervised learning of machine learning use two techniques: classification and regression. These techniques are used to produce an output based on the sample of input. In Supervised Learning-based IDS, training is based on the training samples given. Support Vector Machine (SVM), Random Forest (RF), Logistic Regression (LR), Naïve Bayes (NB), Artificial Neural Network (ANN) and Decision Tree (DT) are widely used for the enhancement of IDS. (Belavagi and Munyal, 2016) has made a research using Support Vector Machine, Logistic Regression, Gaussian Naïve Bayes and Random Forest in detecting four types of attacks. (Ashwini and Manivannan, 2020) has made a research in comparing the performances of several Supervised Machine Learning algorithm in finding anomaly based on NSL-KDD dataset. (Jing and Chen, 2019) made a research in developing an IDS using Support Vector Machine algorithm where the performance of the developed model was compared with Decision Tree, Logistic Regression, Naïve Bayes and Artificial Neural Network algorithm. Based on the above-mentioned, it was found that the SVM algorithm has the highest performance result.

D. SVM Based WSN-IDS

Support Vector Machine (SVM) is a detection method that learns data for the identification of the pattern. Classification and regression of SVM are flexible with diverse binary classification complexity through the hyperplane construction for the representation of the boundary in the middle of two classes (Chandra and Bedi, 2018). This approach can learn a huge pattern of datasets as well as having better scaling as the classification of SVM are done without the dependencies of the features’ dimensions. In addition, SVM has a unique ability to update dynamically the pattern of training whenever a new pattern for the classification is found (Kuang et al., 2015). Vapnik has introduced SVM as a model for Machine Learning that uses kernels in performing classification and regression task (Vapnik, 1998). (Cervantes et al., 2020) made reviews on several experiments done on SVM in the year 2009 where it shows that SVM algorithm is affected severely when imbalanced data sets are applied. However, the performance of SVM can be improved by choosing a suitable architecture (Achiral Nanda et al., 2018). Kernel function in the SVM algorithm defines the architecture of the algorithm. Changing the kernel means the architecture of SVM is changed. According to (Liu et al., 2015), the kernel used in SVM is very crucial as it decides the performance of the algorithm classifier.

1) Kernels in SVM Based WSN-IDS

Classification in SVM is done by the hyperplane and multiple numbers of hyperplane can be used in a process of classification. However, the effectiveness of classification in SVM is unlike depending on the number of hyperplanes used, it is depending on the maximum margin that a hyperplane can produce between two classes of data point (Abd Manaf et al., 2011). There are two types of data that use SVM for classification, linearly separable data and non-linearly separable data. For non-linearly separable data, the data need to be presented in a form of high dimensional space and the maximum margin of the hyperplane can be applied which can be achieved by implementing the kernel function (Kumar et al., 2010). In addition, the selection of the kernel used needs to be properly done as different kernel used will construct a different architecture of SVM which will affect the performance and capability of the SVM. This means that certain kernel is only effective for certain events. Following are the discussion regarding the types of kernel functions in SVM. The formula of these kernels will be discussed in the Methodology section (Section 3).
a) Linear Kernel

A linear kernel is the simplest kernel that provides the traditional classification method in SVM. Fig. 2.3 shows the visualization of how the linear kernel represents the data and how the classification of data is done.

![Fig. 2.3. Classification of Linear Kernel (H. Bhavsar & Panchal, 2012)](image)

b) Radial Basis Kernel (RBF)

This kernel is the most common kernel of SVM as it can provide high classification results. Fig. 2.4 shows the visualization of the RBF kernel made by (H. Bhavsar and Panchal, 2012).

![Fig. 2.4 Classification Of Rbf Kernel (H. Bhavsar And Panchal, 2012)](image)

c) Polynomial

According to Drewnik and Pasternak-Winiarski (2017), Polynomial is suitable for normalized data. In this kernel, values of the degree will determine the flexibility of the margin used to classify data. Fig. 2.5 visualize the process of the polynomial kernel in SVM.

![Fig. 2.5 Classification Of Polynomial Kernel (H. Bhavsar and Panchal, 2012)](image)

d) Sigmoid Kernel

This kernel has a similar function to neural network, but this kernel has the least classification among the other kernels. Classification in this kernel is done by construction 2 decision boundaries. Data represented in between will be selected. Fig. 2.6 show the visualization of the Sigmoid kernel.

![Fig. 2.6. Classification of Sigmoid Kernel](image)

e) Limitation of SVM Classifiers

In SVM, the main limitation is to choose the best kernel for the given problem (Reddy et al., 2015). Data may come in many forms. However, most of the data that exists in the real world are in nonlinear form. Traditional SVM classifiers are very efficient in classifying linear or plain data (Kotpalliwari and Wajgi, 2015). However, the linear classifier of SVM may face some difficulties to classify nonlinear data due to the representation (Mathew et al., 2017). Nonlinear data is represented in form of high dimensional in the feature space which makes the linear classifier have difficulties to maximize its margin for decision boundary of data points. This goal can be achieved by using the kernel function in SVM (Mitrokotsa and Douligeris, 2005). According to (Al Mehedi Hasan et al., 2013), many of the researchers use Radial Bias Function (RBF) for this.

2) Comparative Studies of Kernel Functions in SVM for WSN-IDS

Bhavsar and Waghmare (2013) evaluated several SVM kernel functions: Polynomial, RBF and Sigmoid using NSL-KDD dataset. Based on the result, RBF was found to be the most accurate classification accuracy with 98.57%. Hasan et al. (2016) evaluate Linear, Polynomial, RBF and Laplace kernel functions by using RRE-KDD dataset. The research found out that RBF has the highest accuracy for the first dataset. In Tang et al. (2018), Linear, Polynomial, RBF and Sigmoid kernel functions were used to classify nonlinear data. On average, the research found out that the best kernel is Polynomial, and the least is Sigmoid. On average, the finding of these mentioned researches shows that RBF has the highest accuracy result compared to the other kernels. As mentioned, the effectiveness of SVM classifiers depends on the kernel used. The selection of kernel is based on the input data into the classification area of SVM. More organized data input will increase the effectiveness of kernels in SVM. However, organizing data will be difficult as it usually
comes in a huge amount which contains redundancy of data that can lead to faulty classification.

E. Data Preprocessing Using Nonlinear Feature Scaler

Data preprocessing is a very crucial process for Machine Learning as it standardizes data to avoid any prediction error. The prediction error is caused by the nature of Machine Learning in distinguishing data based on the value without properly identify it. Usually, there are two primary methods for feature scaling which are standardization and normalization. Standardization is a process to convert the value of data that have a center of 0 and a standard deviation of 1. Normalization is a process to convert the value of data into a minimum value of 0 and a maximum value of 1. However, the technique has limitation for the classification of data for Supervised Machine Learning in WSN-IDS because the value is only dependence on the maximum and minimum value (Tang et al., 2018). This means that the normalization technique will produce plain data or linear data. Since this research is focusing on nonlinear data, data standardization will be used.

F. Dataset for WSN-IDS

Datasets have usually been used to test the performance of the proposed IDS. Currently, NSL KDD is one of the most used datasets for testing the performance of IDS. NSL KDD is the extension of KDD Cup 99 datasets. This newer version of the mentioned dataset reduces the problems of duplication, redundancy and the distribution of the target class is non-uniform (Islabudeen & M K, 2020). In NSL KDD, there are four network attacks: Denial of Service (DoS), Remote to Local (R2L), User to Root (U2R) and Probing. NSL-KDD has 41 features where 38 numeric feature and 3 non-numeric features (Islabudeen & M K, 2020). Most of the research done focusing on the classification of N-IDS and W-IDS which include WSN-IDS and IDS for Manet used the same method and process flow as well as the dataset used which is NSL-KDD. Therefore, NSL-KDD is very suitable to test the accuracy of classification.

III. METHODOLOGY OF RESEARCH

This section presents the methodology of this research. Figure 3.1 is the depiction of the research framework. This research has three phases. The phases define the objectives of this research. Phase 1 and 2 of this research are adopted from the method used by Tang et al. (2018) while phase 3 was adopted from (Jing and Chen, 2019).

1) Dataset Used.

The dataset used for this experiment is NSL-KDD. Records in NSL-KDD are more suitable for testing and training. The dataset used in this experiment has 41 features containing 125,973 samples for training and 22,544 samples for testing. This dataset is an open source dataset which can be obtained online and available in .crv format.

2) Phase 1: Data Preprocessing Using Nonlinear Scaler of Data Standardization.

Data standardization has several methods and this research use power transformation method. Power transformation is a nonlinear scaling method. In power transformation, data is converted into 0 for mean and 1 for standard deviation. The formula is shown in equation 1.
where \( x_i \) represent the data point, \( x \) represent the mean and \( s \) represent the standard deviation. \( \lambda \neq 0 \) is a simple power transformation where \( y^\lambda \) is rescaled for the lamda, \( \lambda \) in \( h(y;\lambda) \) will be converted to 0.

\[
h(y; \lambda) = \frac{(y^\lambda - 1)}{\lambda} \quad \lambda \neq 0
\]

\[
= \log(y) \quad \lambda \neq 0
\]

(1)

3) Phase 2: Performing SVM with Linear, Polynomial, RBF and Sigmoid.

In this phase, an SVM classifier is used to classify the selected dataset. Four SVM classifiers are performed and each of the classifiers implements a different kernel function. The first SVM classifier used linear as the kernel. A linear kernel is the simplest kernel. The equation of the Linear kernel is shown in equation 2. The value of \( (x,y) \) will determine the slope of the hyperplane and the value of constant, \( C \) will determine the maximum margin in analyzing subset.

\[
K(x,y) = (x,y) + C
\]

(2)

The second SVM classifier used polynomial as the kernel. Polynomial is suitable for normalized data (Drewnik and Pasternak-Winiarski, 2017). The equation of the polynomial kernel shown in equation 3. In the formula, \( x,y \) determine the slope of the SVM hyperplane, the gamma value, \( \gamma \) will determine the curve of the hyperplane and constant, \( C \) determine the maximum margin. The parameter of this kernel is determined by the degree, \( d \) which helps to add more curve to the hyperplane.

\[
K(x,y) = (\gamma (x,y) + C)^d
\]

(3)

The third SVM classifier used RBF as the kernel. This kernel is the most common kernel of SVM as it can provide high classification results. The equation of RBF is represented in equation 4. Based on the formula, \( x \) and \( y \) will determine the hyperplane and the value of gamma, \( -\gamma \) will determine the flexibility of it.

\[
K(x,y) = \exp (-\gamma ||x - y||^2)
\]

(4)

The last SVM classifier used Sigmoid as the kernel. This kernel has a similar function to neural network, but this kernel has the least classification among the other kernels. The formula is shown below.

\[
K(x,y) = \tanh (\gamma (x,y) + C)
\]

(5)


The performance of each SVM classifier is evaluated in this phase. The evaluation is based on the classification Accuracy, Recall, Precision and F-measure. The formula for the evaluation of each measurement is shown in the table below. Accuracy is the overall ratio score that the prediction accurateness, Recall is the sensitivity, or the detection rate based on the correct prediction, Precision is the ratio score that prediction is correctly made and F-measure is the ratio score.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>( \frac{TP}{TP + TN} )</td>
</tr>
<tr>
<td>Recall</td>
<td>( \frac{TP}{TP + FN} )</td>
</tr>
<tr>
<td>Precision</td>
<td>( \frac{TP}{FP} )</td>
</tr>
<tr>
<td>F-measure</td>
<td>( \frac{2(\text{Precision} \times \text{Recall})}{\text{Precision} + \text{Recall}} )</td>
</tr>
</tbody>
</table>

To obtain the optimal result. Each of the value gains from each measurement is resamples using cross-validation. This technique is a process to evaluate machine learning performance on a small subset. In this research, 10-fold cross-validation is used. The value is split into the division of fold and prediction is fit on all points as well as evaluating error on points in each fold (Panda et al., 2012).

![Fig. 3.2. 10-Fold Cross-Validation (Niu et al., 2018)](image)

IV. IMPLEMENTATION AND EXPERIMENTAL RESULT

In this section, the setup for the experiment based on the brief discussion made in the previous section will be discussed. This experiment used Jupyter Notebook running in Windows 10 with 4GB of RAM. Libraries available on this platform such as Scikit-learn, Pandas, and NumPy were also used. The execution of this experiment is discussed as follows.
A. Data Preprocessing Using Nonlinear Scaler of Data Standardization.

Data preprocessing is the initial part of this experiment and it involves two processes. The first process is converting the character values of data samples in the NSL-KDD dataset into numerical values. The dataset was loaded into Python Jupyter Notebook and the values of data samples were converted using two steps. The first step was converting the character value of NSL-KDD sample into binary using Label Encoder and the second step was organizing all the values into their feature category. Fig. 4.2 shows the data that has been converted into numerical based on their feature category.

Further, data was preprocessed using a power transformation method. SciKit learns of Jupyter Notebook has stored this algorithm in the library. Based on the figure, features that have values were scaled using the power transformer which performs data non-linear data scaling. This can be done by making the data as an input variable and the function of the power transformer was called to process it. Fig. 4.2 shows the train and test data that has been converted using the Power Transformer.

![Image](73x174 to 243x350)

B. Performing SVM Classifiers

Four basic SVM model with different kernels each are developed in Jupyter Notebook and other parameters for all the classifiers were set to default. The parameters used are shown in the table below.

<table>
<thead>
<tr>
<th>SVM Kernel</th>
<th>Constant, C</th>
<th>Gamma</th>
<th>Degree, d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>1.0</td>
<td>scale</td>
<td>-</td>
</tr>
<tr>
<td>Polynomial</td>
<td>1.0</td>
<td>scale</td>
<td>3</td>
</tr>
<tr>
<td>RBF</td>
<td>1.0</td>
<td>scale</td>
<td>-</td>
</tr>
</tbody>
</table>

C. Analysis and Discussion

The evaluation is calculated using the value of True Positive (TP), True Negative (TN), False Positive (FP) and False Negative (FN). For obtaining optimal results, the 10-Fold Cross-Validation technique is involved in the calculation. The tables below show the result of performance evaluations.

<table>
<thead>
<tr>
<th>Kernel</th>
<th>Accuracy</th>
<th>Recall</th>
<th>Precision</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>88</td>
<td>91</td>
<td>89</td>
<td>90</td>
</tr>
<tr>
<td>Polynomial</td>
<td>90</td>
<td>91</td>
<td>91</td>
<td>91</td>
</tr>
<tr>
<td>RBF</td>
<td>78</td>
<td>83</td>
<td>78</td>
<td>81</td>
</tr>
</tbody>
</table>

Based on the performance evaluations, it is found that RBF has the most accurate result where classification accuracy score is 91%, Recall score 91%, the Precision score is 92% and F-measure score is 92%. The shape of the hyperplane and size of margin of RBF kernel classifies nonlinear data efficiently. In contrast, Sigmoid kernel has the least performance compared to the others kernel with accuracy score of 78%, Recall score 83%, the Precision score is 78% and F-measure score is 81%. Classification made by the decision boundaries in Sigmoid kernel is insufficient to cater nonlinear data which influenced the result shows in Table 4.9. Fig. 4.4 is a bar chart that indicates the performance evaluation scores of each kernel, and it was made for giving a better view regarding the results.
To validate the result of this research, the classification accuracy result was compared with the previous works cited in the literature review. Table 4.10 shows the comparison of RBF kernel results. Based on the results, it was found that 91% accuracy of RBF kernel in this research is higher than the result made by Tang et al. (2018) but slightly lower than Hasan et al. (2016).

<table>
<thead>
<tr>
<th>Research</th>
<th>Kernel</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hasan et al. (2016)</td>
<td>RBF</td>
<td>91.4</td>
</tr>
<tr>
<td>This Research</td>
<td>RBF</td>
<td>91</td>
</tr>
<tr>
<td>Tang et al. (2018)</td>
<td>RBF</td>
<td>77.8</td>
</tr>
</tbody>
</table>

V. CONCLUSION

The efficiency of SVM kernel for classification is based on the parameter used and how dataset is presented. In SVM, data can be presented using data standardization and it is important to standardize the data before classification to avoid errors. This research is focusing on the performance of Linear, RBF, Polynomial and Sigmoid kernel in classifying nonlinear data. Thus, dataset was standardize using a nonlinear scaler. Based on the result obtained in this research, it is found that RBF is the best kernel among the other three kernels (Polynomial, Sigmoid and Linear) for classification of nonlinear data with 91% accuracy, 91% recall, 92% precision and 92% F-measure. The performance of RBF kernel in was influenced by architecture of the classifiers that affect the margin size which makes data classification more efficient. Therefore, it can enhance detection of attack in WSN-IDS.

In the future, the result of this experiment will be analyzed further and a comparison between the result obtained from this work with the existing research will be done. By conducting the analysis, the result obtained from this research can be validated. In addition, this would also help to find more research gap.
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