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Abstract—Information Retrieval (IR) has been in existence since 

the 1940s and is impossible to do without. However, research has 

shown that current information retrieval models do not consider 

sufficient contexts leading to users in different contexts retrieving 

the same results. Using a restaurant use case, we propose a user-

centric multi-context hybrid reasoning Information Retrieval 

model to improve the accuracy of retrieved results. Our proposed 

model uses a hybrid reasoning model of ontology, rules and 

unsupervised machine learning, considers 14 contexts grouped 

into user, environmental and database-specific context and 

considers related domains to the food domain. The result shows 

that our proposed model outperformed the existing models 

(location and text-based IR) objectively by 33%.  The results 

suggest that the consideration of a wider range of contexts, a 

hybrid reasoning model and the consideration of related domains 

would improve context-based information retrieval significantly. 

 

Keywords—Context-based Information Retrieval, Personalized 

Information Retrieval, Information Retrieval, Ontology, Rule-

based reasoning, Clustering 

 

I. INTRODUCTION 

 

Information Retrieval (IR) is a branch of Computer Science. 

It deals with the storage, indexing and accessing of information 

[1]. The discipline of Librarianship is said to have started 

modern information retrieval. It involved indexing hard 

resources using cataloguing schemes [2]. This approach was 

flawed with increasing information to manage. To overcome this 

challenge, machines were developed. To quickly go through 

catalogues for a quick view, but the introduction of computers 

presented a better prospect. In the 1960s, Computers enabled 

information to be ranked, sorted and retrieved from storage 

devices. But computer systems were limited to storage 

capability as the libraries in the pre-computer era were [3]. This 

limited the amount of information that could be stored hence 

reducing the information the user can retrieve. However, with 

the arrival of the web within the late 1990s, the quantity of data 

users created multiplied exponentially. As of the year 2018, the 

amount of data created was 2.5 quintillion per day and ninety 

per cent of the data in the world was created in the last few years 

[4]. This leads to a new need. A need not just to find information 

that is stored and relevant but, relevancy has been re-defined to 

information that is based on a wide range of contexts and 

preferences and not just based on query keywords entered alone 

[5].  

A study done by [6], shows that current web search engines 

are only between 30 to 50% effective. This problem is 

compounded by the fact that traditional information retrieval is 

done using keyword-based matching algorithms where queries 

are matched to common terms. This simply means the document 

with a higher frequency of a term is more relevant. Due to a wide 

range of factors, keyword matching algorithms have low 

accuracy [7], [8]. 

Search experts are advocating for a more personalised and 

context-based algorithm that returns customised results based on 

the user information needs [9]. This is because the accuracy of 

what an information retrieval service returns is determined by 

the user and not the system. To do this, we need to ask for more 

information from the users such as what context are they in and 

what are their preferences [10]. This data is then used to improve 

information returned to them and the usability of the system 

[11]. 

The most cited description of context describes it as any 

knowledge that may be used to identify the situation of an 

individual (person, place and object) related to the relationship 

between the user and the application, including the user and the 
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application [12]. The context in IR describes all “cognitive and 

social factors as well as the user’s aims and intentions during a 

search session” [13]. Context affects all aspects of IR, how users 

interact with an information retrieval system, the result they 

expect and how decision making and sensemaking is done based 

on the information retrieved [13]. The context in Information 

Retrieval can be categorised broadly into three: user context 

(e.g., location), environmental context (e.g., time, weather, other 

user reviews, traffic etc.) and database-specific context (e.g., 

rating etc.) [14]. 

To integrate context in IR, the system has to identify the user 

context based on available information in other to deliver more 

relevant results [7], [15]. One way to infer the user’s interest is 

to assume that they are interested in the information about their 

location and it is common to use location as the only context 

[14], [16]. While this is true, there are drawbacks to this. Users 

information interests are divided into 5: locally based, non-local 

based, location-based, non-location based and community-

based information [7]. Although location-based IR is useful for 

answering local and location queries and information about 

physical activities, it does not satisfy a wide range of users non-

local information needs.  

In this paper, we propose a user-centric multi-context hybrid 

reasoning Information Retrieval model to improve the accuracy 

of retrieved results. We use a restaurant use case to show how 

this model could be applied to IR. 

 

II. RELATED WORKS 

 

In recent years, several solutions have been proposed and 

developed. Here, we analyse current context-based and 

personalised information retrieval systems solutions over the 

last decade using the restaurant domain as a use case. We 

analyse them based on the context considered, their reasoning 

models, the use of a user profile and system consideration of 

related fields that affect food choice such as health. The 

restaurant domain is used because it represents an active domain 

for context-based IR challenges where a significant amount of 

context and preference is needed. It also relates to other large 

domains like health, nutrition and tourism [17], [18]. 
 

TABLE 1. LITERATURE ANALYSIS TABLE 

 

Author Context considered Reasoning models Model Achievements Model Limitation 

[19] Location Probabilistic Proposed a conceptual framework for 

modern Geographic information 
retrieval system.  

• They did not recognize the context required 

in IR, such as the environmental context and 

database-specific context. This leaves them 

inefficient in answering context-based 
questions beyond location-based queries 

• The lack of a user profile meant little 

personalization.  

• They did not recognize food-related domains 

that affect eating preferences such as diet, 
exercise and wellness. 

[20] Location Ontology Provided a dynamic location-based 

service and increase the information 
retrieve accuracy especially on the 

limited mobile screen by accessing 

cloud application.  

• They were limited in the range of context 

used and personalisation  

• No user profile was used.  

• They did not recognise related domains.  

• Since it was ontologically based, it made 

uncertainty handling poor 

[21] Location and database-

specific 

Ontology Proposed methods of providing 

Personalized Mobile Information 

Retrieval System using NFC (Near 
Field Communication). 

• They did not consider the environmental 

context.  

• Their reasoning model did not resolve 

uncertainties well  

• Their system did not recognise related 

domains. 

[22] Location Machine learning Presented a personalized location-

based restaurant recommendation 
system that integrates with mobile 

technology. 

• Other information retrieval contexts such as 

environmental contexts and database-

specific contexts were not considered.  

• They also did not consider food-related 

domains. 

[18] Location and database-
specific 

Ontology Integrated food, health, and nutrition 
domains ontologies to personalized 

information retrieval systems to 

retrieve food and health 
recommendations based on the user's 

health conditions and food 

preferences. 

• They did not consider environmental context 

and user location 

• Their reasoning model handled uncertainty 

poorly. 

[23] 

 

Location and database-

specific 

Rules Introduced a novel opinion-based 

restaurant search engine.  
• Reduced personalisation 

• They did not take into account the 

environmental context  

• They did not consider related domains. 
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Author Context considered Reasoning models Model Achievements Model Limitation 

[24] Database-specific Rules Developed a probabilistic factor 
analysis framework for exploiting 

multi-source information for 

personalized restaurant 
recommendations. 

• They did not consider the environmental 

context and location context 

• They did not consider related fields 

  

[25] Location and database-

specific 

Ontology Developed an innovative approach for 

finding restaurants 
based on the dishes a user would like 

to 

taste 
 

• They did not consider the environmental 

context 

• A user profile was absent, their reasoning 

engine did not handle uncertainties well 

• They did not consider related fields. 

[26] Location and database-

specific 

Rules Proposed a location, time, and 

preference-aware restaurant 

recommendation method using the 

user location, historical check-in data, 

and the time of the recommendation 
request. 

• Personalisation was minimised with the 

absence of a user profile 

• Environmental contexts and related fields 

were not considered. 

[27] Location and database-

specific 

Rules Proposed a personalized restaurant 

recommendation approach that 

combines group and customer 
preferences 

• They also did not consider the 

environmental context and related fields. 

[28] Location Machine learning Presented a personalized Point of 

Interest recommendation system that 
learns user preferences based on user 

transaction history and restaurants' 

locations. 

• They did not consider the environmental and 

database-specific context as well as related 

domains. 

 
 

The gaps of previous solutions in the literature analysis table 

are obvious (1) all the context defined in IR, user, environment 

and database-specific context are not used. At most, the previous 

works considered two and none of them considered the 

environmental context. (2) The lack of user profiles of some 

reduced personalisation. (3) The limitations of using one 

reasoning model is as obvious, a combination of two reasoning 

models is better than one and (4) they did not consider related 

fields that influence user choice of food such as health and 

fitness. These made the recent works not effective.  

 

A. Analysis of Existing Context-based Reasoning Models 

 

The core components of a context-based IR system are 

context acquisition, context modelling and reasoning and 

context dissemination or representation [29]. Our emphasis in 

this work is on the context reasoning component. Context 

reasoning models focus on the deduction of context from 

homogenous or heterogeneous sources [30]. From the literature 

analysis table of works done on Context-based Information 

Retrievals in the food domain (see Table 1) and works from 

[31]–[33], there are several context reasoning models. They are 

ontology-based, rule-based, distributed models, Probabilistic, 

Fuzzy logic, Bayesian networks, Key-based representation, 

Multi-Entry Bayesian Network (MEBN), Machine Learning 

(ML), Case-based, Direct sensor, Hidden Markov model etc. 

The most common context reasoning models are ontology, rule-

based and machine learning models. 

 

1) Rule-based System 

 

Rule-based models are a model representation and reasoning 

support. It allows the assertion of new facts to a knowledge base, 

which can later be used as input for other rules, making the 

knowledge base more dynamic. It consists of three key 

elements: the knowledge base, the fact base and the inference 

engine. The knowledge base is commonly considered to be a 

collection of rules in the form of production rules, IF {THIS} 

THEN {DO THIS}. The fact base includes details used to check 

if the requirements of the rules are met. The inference engine 

incorporates a method that allows rules to be processed within 

the knowledge base. The main downside is ineffective with 

search and slower to implement such as in the case of ontologies.   

 

2) Ontologies 

 

This is described as a formal explicit specification of a 

shared conceptualisation [34]. It supports a set of modelling 

primitives to define classes, their attributes and their relations. It 

is commonly used to model context hierarchy and dependencies 

with a context space. The reasoning for ontological models is 

commonly supported by description logic. They are useful for 

formalisation and hierarchy generation of knowledge. The main 

downside is that it does not have ways to infer complex 

information from existing data, such as in the case of rule-based 

models. 
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3) Machine Learning 
 

This is described as a branch of artificial intelligence (AI) 

that focus on improving computer-based algorithms 

automatically through the use of input data, events and 

experiences [35], [36]. ML is used in several applications [37]. 

In IR it is used in text categorisation, query formulation, 

information filtering etc. [38]. It is divided into three paradigms: 

supervised, unsupervised and reinforcement learning [39], [40]. 

Common supervised ML subtypes are classification and 

regression [41]. Common unsupervised ML subtypes are 

clustering or cluster analysis and association. 

In the next section, we discuss the methodology used in the 

designing of the conceptual user-centric multi-context hybrid 

reasoning Information Retrieval model to improve the accuracy 

of retrieved results. 
 

III. METHODOLOGY 
 

In this section, we proposed a model that integrates our user-

centric multi-context Information Retrieval model with a 

hybrid reasoning framework to improve the accuracy of 

retrieved results using a restaurant use case and discussed how 

our model was evaluated. 
 
 

 

 

A. Proposed Model 
 

To address the limitations of the solutions given in the 

literature analysis table on Context-based Information 

Retrievals in the domain of food/restaurant, we propose a user-

centric multi-context Information Retrieval model with a hybrid 

reasoning framework using a restaurant use case. Three phrases 

stand out here, user-centric, multi-context and hybrid reasoning. 

User-centric means taking a user profile into account. Multi-

context implies the consideration of a broader variety of contexts 

from different heterogeneous sources, such as environmental, 

spatial-temporal, social, physical activities, etc.  Hybrid here is 

a synthesis of the strengths of more than one context reasoning 

model to overcome the limitation that they face individually[42]. 

We use a mixture of ontology, rule-based and machine learning 

reasoning because of the individual advantages of these models. 

The ontology portion of the model would create a better 

knowledge structure for search efficiency of the content of the 

domain, the rule-based part will allow for prioritisation of results 

based on certain conditions and the ML part will allow for user 

segmentation.  
 

1) Model Description 
 

Fig. 1 depicts the framework for the proposed User-Centric 

Multi-Context Hybrid Reasoning Information Retrieval Model. 

 

 

 
 

Fig. 1.  The framework for the User-Centric Multi-Context Hybrid Reasoning Information Retrieval Model 

 

 

The proposed framework as depicted in Fig. 1 consists of 

two major components, a Search food interface and a user-

centric rule-ontology reasoning engine. The search food 

interface component interfaces between the user and the user-

centric rule-ontology reasoning engine. The User-centric rule-

ontology reasoning engine consists of a user profile component, 

user segmentation machine learning component and a food 

rule-ontology engine. The user profile component includes user 

preferences and history. User preferences such as user dietary 

requirements, personalised rating, if they are vegetarians or not, 

allergies, budget, illness etc. The user segmentation machine 

learning component contains an algorithm to cluster users into 

various segments based on their demography. The food rule-

ontology engine is the engine that houses the framework 

reasoning i.e., the integration between the ontology and rules. 

The food rule-ontology engine is made up of the food ontology 

and the rule engine. Individually, both reasoning models have 

their limitations so we are combining them to reduce their 

limitations. The food ontology is an ontology that consists of 

the taxonomy of restaurants and the foods they sell. This can be 
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accessed from sites such as web-based food applications like 

Jumia Food [43]. Jumia food is a web-based food delivery 

application that provides information from a wide variety of 

restaurants across most Nigerian states [43]. The Jumia Food 

website is considered because its data is accessible manually 

and automatically, and has a wide variety of restaurant-related 

attributes. Environmental information can be accessed from the 

Google map. Google map provides the functionality to track 

traffic around an environment, infer road conditions and 

determine distance from one address to another. Health-based 

information can be accessed from the web either manually or 

automatically.  

The food rule-ontology reasoning engine is a synthesis of the 

two reasoning models. It is used to improve the accuracy of IR 

by considering the user query entered, their preference and 

various context such as user context, environmental or physical 

context, database-specific context, context history.  

This taxonomy in Fig. 2 can be combined with rules. For 

example, if user activity is driving and a search is made, we can 

say, consider a restaurant where the weather is rainy or sunny 

and if the user activity is walking, only consider restaurants with 

sunny weather. This can be expressed with rules as:  
 

IF user activity: driving  

 RestaurantTemperature = Sunny OR Rainy 

ELSE IF user activity = walking 

 RestaurantTemeperature = Sunny 
 

1.1.1.1 Ontologies  

 

We adopted the restaurant-food ontology that is based on 

ontology web language (OWL) and implemented it in 

Protégé ontology editor [44]. 
 

 
 

Fig. 2.  A taxonomy of food context concepts 

 
 

 

 

1.1.1.2 Rules  

 

We used a simple weighting multiple criteria decision 

analysis (MCDA) approach system as a ranking system to 

return the best results. An MCDA approach is considered 

because ranking in multi-context-based information retrieval 

requires multiple criteria. Using an MCDA approach for 

ranking is not new. It was used for the ranking of usability 

attributes of mobile health applications in Nigeria [45]. We 

used different weighting for the various criteria assuming that 

the user context is the most important IR context category in 

this study.  
 

R with profile = Σ (C) 

C = Σ (D, E, U) 

C = 1 

D = 15%, E = 15% and U = 70% 

 

Where R is the ranking score, C is context, D is database-

specific context and E is environmental context and U is user 

context. 

Here, database-specific context is expressed as 3 

subcontexts: restaurant rank, opened and closed status and 

nearness. Environmental context is expressed as 2 subcontexts: 

weather and traffic while user context is expressed as 9 

subcontexts: user health, taste, price, delivery time, friend and 

family preferences, religion, vegetarian belief, food quality and 

prior ranking. 

 

1.1.1.3 User Segmentation  

 

In other to perform user segmentation, an extensive review 

was done aimed at identifying the various factors that users of 

online food delivery services prioritise when choosing food or 

restaurant. These variables were measured using a web-based 

questionnaire. It contained 14 questions which were organised 

into two sections: the first contained information related to 

demography while the second focused on food choice 

preferences and their priority in food choices. 10 Variables that 

included food choice preferences were used and they were: past 

experiences, hunger, health, the taste of food, price, delivery 

time, advice and suggestions from friends and family, religion, 

food quality, and vegetarian belief. Each statement measured the 

priority placed on each variable. A five-point Likert’s scale was 

used to record the responses. 121 persons who had previously 

ordered food online took part in the study. The participants 

ranged from ages 19 – 45. Participants were recruited randomly. 

A cluster analysis was done using K-means unsupervised 

clustering to segment the users based on their demography. 

Cluster analysis is a technique used for the grouping of subjects 

into groups based on certain criteria [46]. Clustering allows for 

the grouping of data according to certain traits. After examining 

the output of two to eight cluster solutions based on the 

respective distances, an eight-cluster solution was selected.  
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2) Model Evaluation 

 

We are hypothesising that given the significance of multiple 

contexts and user preferences; the user-centric multi-context 

hybrid reasoning IRS would return more relevant results than 

existing systems such as location-based IRS and traditional text-

based algorithms. 

To evaluate the hypothesis, a study was set up with IRS as 

the independent variable and effectiveness expressed as 

objective and subjective relevance as the dependent variable. 

Effectiveness here deals with the retrieving of the most relevant 

documents to a user’s need [50].  

Since the core part of IR is for a user to enter a query and the 

system returns results that are relevant to them, standard IR 

measures such as precision and recall can be used as metrics for 

objective relevance and asking users to rate the search output of 

the various IRS could be used as the metric for subjective 

relevance.  

In this study, participants are recruited to perform a task 

where they are asked to search for selected information using the 

user-centric multi-context hybrid reasoning IRS and other 

existing IRS (location and text-based) and then to rank them. 

The user-centric multi-context hybrid reasoning IRS is built with 

a wide range of context and association to related domains. 

Location-based IRS considers the user location and database 

context and text-based IR only considers the database context. 

 

3.1.1.1 Evaluation Design 

 

The study used a wholly repeated measure experimental 

design. Here, each participant uses all the IRS under evaluation. 

To prevent the likelihood of order, practice or fatigue effect, a 

counterbalance of the task was used. 

There was one independent variable: IRS (with three levels: 

multi-context-based, location-based and text-based). The 

dependent variable was effectiveness measured in terms of 

objective and subjective relevance. Participants were asked to 

search for a range of queries using the various IRS. 

We used a natural experimental method. Here, the user is left 

to take part in the experiment in their natural environment. The 

benefit of this experimental method is we can assume that the 

user’s behaviour in this experiment is more likely to reflect real-

life behaviours (very high ecological validity). 

 

3.1.1.2 Measure of Relevance  

 

Relevance denotes how well a retrieved document meets the 

user information need. There are two main classes of relevance, 

they are objective and subjective [51]. The objective class of 

relevance measures system performance using standard 

measures such as precision and recall [52]. The subjective class 

of relevance measures the user’s perceived relevance of a system 

results or answer to their information needs and preferences. 

 

3.1.1.3 Participants  

 

34 participants took part in the study. All participants 

voluntarily accepted to take part in the study. Participants were 

recruited through social media groups and personal chat rooms. 

35% were female and 65% male with an age range of 19 to 35. 

 

3.1.1.4 Material  

 

The dataset was acquired from Jumia Food [43] and Google 

Maps. It contained information of 21 restaurants manually 

extracted from Jumia food’s web application after a filter search 

of Lagos City was applied. Jumia food is a food delivery web 

application that houses the information of a wide range of 

restaurants across most states in Nigeria [43]. Google Map 

information of the various restaurants was used to add nearness 

and weather information to the database. The general database 

attributes were: restaurant name, image, location, rating, price, 

description, category, suitability, open and close time, traffic, 

nearness and delivery duration. 

An application built to illustrate the algorithms of the three 

levels of the independent variable was used. The application is 

available at foodme.glideapp.io. The application also contains a 

questionnaire for measuring subjective relevance. 

 

3.1.1.5 Procedure 

 

Participants were given four tasks to complete. The tasks 

were to open the application, enter two single word queries using 

the various IRS of evaluation and rank which IRS returned 

results reflecting their choices based on the queries they entered. 

They were also asked to enter the reason for their choice. 

 

IV. SYSTEM IMPLEMENTATION  

 

The model was implemented using GlideApp visual 

programming application [47].  

GlideApp uses Google sheets Application Programming 

Interface (API) in Node.js to connect the GlideApp client view 

with Google Sheets (Fig. 3). Google API allows the developer 

to build applications that can read, write and update a Google 

spreadsheet [48], [49]. It can also act as a database where an 

application features data and renders it to a user interface (UI) 

template.  

 
 

Fig. 3.  Illustrating the relationship between the developer, GlideApp, Google 

Sheet API and Google Sheet 
 

 

A. Ranking Restaurant Algorithm 

 

Two broad cases are considered in the ranking of 

restaurants: If the user has a profile and if they do not. If the 

user does not have a profile, the database-specific and 

environment contexts category is considered excluding the user 

context category. However, if they have a profile, the user 

context category is included. The ranking of a restaurant when 

the user has a user profile is based on the user cluster. 

Where cluster priority (5 highest to 1 lowest priority)  
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Priority 1 (P1) = 5 

Priority 2 (P2) = 4 

Priority 3 (P3) = 3 

Priority 4 (P4) = 2 

Priority 5 (P5) = 1 

 

The weightings of 5%, 7.5% and 7.78% are given to each 

database specific, environmental and user context respectively 

(see the section on rules).  

 

LET CF = SUM (BT, BU, BV, BW, BX) 

LET BT = M * 5%  

// Where M is database restaurant rating expressed as number 1 

to 5. 1 denotes low rating and 5 denotes high rating// 

 

LET BU = AJ * 5% 

// Where AJ is restaurants open and closed status expressed as 

number 1 to 5. 1 denotes closed and 5 denotes open// 

 

LET BV = AP * 5% 

// Where AP is restaurant nearness expressed as number 1 to 5. 

1 denotes far and 5 denotes near// 

 

LET BW = AR * 7.5% 

// Where AR is traffic to restaurant expressed as number 1 to 5. 

1 denotes heavy traffic and 5 denotes no traffic// 

 

LET BX = AT * 7.5% 

//Where AT is weather expressed as number 1 to 5. 1 denotes 

sunny and 5 denotes heavy rain// 

 

LET BY = BL * 7.78% 

// Where BL is food taste. In the absence of further data, we 

assumed food taste equals rating. // 

 

LET BZ = BM * 7.78 

//Where BM is food price expressed as number 1 to 5. 1 denotes 

low price and 5 denotes high price// 

 

LET CB = BP * 7.78% 

//Where BP is religion expressed as number 1 to 5. 1 denotes 

no religious preferences and 5 denotes high religious 

preferences. // 

 

LET CC = BQ * 7.78% 

//Where BQ is vegetarian beliefs expressed as number 1 to 5. 1 

denotes no vegetarian preferences and 5 denotes high 

vegetarian preferences. // 

 

LET CA = BO * 7.78% 

//Where BO is friend and family influence expressed as number 

1 to 5. 2 denotes no family and friends influence and 5 denotes 

high family and friends’ influence. // 

 

LET CD = BR * 7.78% 

//Where BR is food quality. In the absence of further data, we 

assumed food quality equals rating. // 

LET CE = BS * 7.78%  

//Where BS is delivery time expressed as number 1 to 5. 1 

denotes slow time and 5 denotes fast time. // 

 

IF userprofile = 0 

 Restaurant_ranking = CF 

ELSE  

 Detect the user_cluster 

  IF user_cluster = 0 

               Restaurant_ranking = CF + 

P2(SUM (BZ, CE, CD)))  

          ELSE IF user_cluster = 1 

               Restaurant_ranking = CF +P1 

(SUM (BY, CE, CD)) +P2(SUM(BZ)) 

          ELSE IF user_cluster = 2 

               Restaurant_ranking = 

CF+P1(SUM (BY, CD)) +P2(SUM(CE) 

       ELSE IF user_cluster = 3 

               Restaurant_ranking =CF+P1(SUM 

(CB)) +P2(SUM(CD)) 

          ELSE IF user_cluster = 4 

               Restaurant_ranking =CF+P1(SUM 

(BY, BZ, CE, CD)) +P2(SUM(CC)) 

          ELSE IF user_cluster = 5 

               Restaurant_ranking = CF+P2(SUM 

(CC, CB, CE)) 

          ELSE IF user_cluster = 6 

               Restaurant_ranking =CF+P1(SUM 

(CD, BY)) +P2(SUM (CC, CB)) 

  ELSE 

               Restaurant_ranking =CF+P1(SUM 

(BY, CA, CD)) +P2(SUM(CE)) 

          END IF 

END IF 
 

Code 1. Restaurant ranking pseudocode  

 

 

The pseudocode in code 1 checks if the user has a user 

profile or not. If the user has a profile, the algorithm checks the 

user cluster. Based on the user cluster labelled from 0 -7, the 

algorithm multiplies the rating of the context by the priority 

assigned to each context. Each cluster places different levels of 

priority on each of the contexts. Grouping them into priorities 

1 to 5.   

 

V.  RESULTS 

 

An analysis of variance (ANOVA) and Pearson’s Chi-

square test for independence test was performed to test for 

statistical significance of the objective and subjective relevance 

result respectively. The significance level used was 0.01.  

 

1) Objective Relevance  

 

This is relevance based on system performance in terms of 

precision and recall. 
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a) Precision at n 

 

Precision is one of the standard measures for information 

retrieval. Precision at n is the ratio of documents properly 

identified as relevant in the top 3 retrievals. Users were asked 

to perform two single word queries. Table 3 shows the precision 

at n score for the two queries across the models. The average 

precision was calculated. 

 
TABLE 2. PRECISION VALUE ACROSS ALL MODELS FOR VARIOUS 
QUERIES 

 

 LOCATION MULTI-CONTEXT TEXT 

Query 1 49% 80.4% 60% 

Query 2 45% 80% 38% 

Average 

Precision 
47% 81% 49% 

 

 

Table 2 shows that the user-centric multi-context hybrid 

reasoning IRS had a better precision (81%) than the location-

based model (47%) and the text-based model (49%) on average. 

The ANOVA test reported a significant difference between the 

multi-context, location-based and text-based IRS (F (2, 48) 

=9.688637, p< 0.01). 

 

b) Recall at n 

 

Recall is also a standard measure for information retrieval. 

Recall at n measures the proportion of the total number of 

relevant documents identified among the total number of 

relevant documents in the document population for the top 3 

retrieved items. Users were asked to perform two single word 

queries. Table 3 shows the recall at n scores for the two queries 

across the models. The average recall was calculated. 

 
TABLE 3. RECALL VALUE ACROSS ALL MODELS FOR VARIOUS 

QUERIES 
 

 LOCATION MULTI-CONTEXT TEXT 

Query 1 100% 100% 100% 

Query 2 7% 100% 7% 

Average 
Recall 

54% 100% 54% 

 

 

Table 3 shows that the multi-context-based IRS had a better 

recall (100%) than the location-based model (54%) and the text-

based model (54%). The ANOVA test reported a significant 

difference between the multi-context-based, location-based and 

text-based IRS (F (2, 96) =17, p< 0.01). 

 

c) F Measure Analysis 

 

The F measure is the harmonic mean of precision and recall. 

It measures the effectiveness of retrieval for both precision and 

recall [53]. 

 

 

 
TABLE 4. F MEASURE VALUE DISTRIBUTION ACROSS ALL IRS 

 

 IRS 

 LOCATION MULTI-CONTEXT TEXT 

Precision 41.00% 82.00% 60.00% 

Recall 54.00% 100.00% 54.00% 

F measure 46.61% 90.11% 56.84% 

 

 

Table 4 shows that the multi-context-based IRS has a better 

F-measure (90.11%) than the location-based (46.61%) and the 

text-based IRS (56.84).  

 

2) Subjective Relevance 

 

This is relevance based on human performances in terms of 

user rating 

 

a) User Rating 

 

Fig. 4 shows that participants consider the user-centric 

multi-context hybrid reasoning IRS to return more 

relevant items (73%) to them than the one returned by the 

location-based IRS (20%) and the text-based IRS (7%).   
The Chi-Squared test reported a significant difference 

between the multi-context and location-based IR (X-squared = 

30, df = 2, p-value < 0.01) and multi-context and text-based IR 

(X-squared = 30, df = 2, p-value < 0.01). However, there was no 

significant different between the location-based IR and text-

based IR (X-squared = 6.8805e-30, df = 1, p-value > 0.01). 

 
Fig. 4.  Pie chart showing the percentage of subjective relevance measured 

across all IRS 
 

 

b) Reason for the Preferred Choice 

 

The user responses were also analysed to determine the 

various reasons for their preferred choice of system.  

  
TABLE 5. PERCENTAGE FREQUENCY OF THE VARIOUS REASONS 
FOR CHOICE ACROSS ALL IRS 

 

 IRS 

Reason for choice LOCATION MULTI-CONTEXT TEXT 

Close to context and 

preference 
22.00% 78.00% 0.00% 
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Table 5 shows that 22%, 78% and 0% of users selected the 

Location-based, multi-context-based and text-based IRS 

respectively because of context closeness.  

 

VI. CONCLUSION 

 

This paper proposed a User-Centric Multi-Context Hybrid 

Reasoning Information Retrieval Model using the restaurant 

domain as a case study. It intends to extract many contextual 

considerations relevant to a particular user search for food and 

restaurant-based information to improve their overall 

information retrieval. The model incorporates ontology, rule and 

machine learning reasoning techniques, multiple contexts and a 

user profile.  

The overall result shows a user-centric multi-context hybrid 

reasoning IRS that outperforms the existing system (location 

and text-based IR) objectively by 33%. These results are 

consistent with the assumptions that IRS that are user-focused, 

considers user preferences and a wide range of context will 

outperform existing IRS. The user-centric multi-context hybrid 

reasoning IRS had an F measure score of 90% while the existing 

IRS had between 47 – 57%. This finding is consistent with the 

finding of [6] that shows that current IRS are only between 30 

to 50% effective. Also, Multi-context-based IR had a subjective 

relevance score of 73% while the existing IRS has between 7-

20%.  The reason for user choices explains this statistic; the 

multi-context-based IR was more aligned with user preferences 

and expectations. This is also in line with the thoughts of [54] 

that users prefer applications that consider more context. 

 

A. Limitation  

 

The limitation of this study is the distribution of participants 

in the identification and analysis of user information retrieval 

requirements/behaviours and user evaluation of the system did 

not reflect the aged and people with medical conditions 

 

B. Further Works 

 

We intend to test our approach in other domains such as taxi-

hauling and eLearning to determine its level of generalisability. 
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