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Abstract—The helpdesk support system is now essential in 

ensuring the journey of support services runs more systematically. 

One of the elements that contribute to the non-uniformity of the 

question data in the Helpdesk Support System is the diversity of 

services and users. Most questions asked in the system are in 

various forms and sentence styles but usually offer the same 

meaning making its hard for automation of the question 

classification process. This has led to problems such as the tickets 

being forwarded to the wrong resolver group, causing the ticket 

transfer process to take longer response. The key findings in the 

exploration results revealed that tickets with a high number of 

transfer transactions take longer to complete than tickets 

compared to no transfer transaction. Thus, this research aims to 

develop an automated question classification model for the 

Helpdesk Support System by applying supervised machine 

learning methods: Naïve Bayes (NB) and Support Vector Machine 

(SVM). The domain will use a readily available dataset from the 

IT Unit. The results using these techniques are then evaluated 

using confusion matrix and classification report evaluation, 

including precision, recall, and F1-Measure measurement. The 

outcomes showed that the SVM algorithm and TF-IDF feature 

extraction outperformed in terms of accuracy score compared to 

the NB algorithm. It is expected that this study will have a 

significant impact on the productivity of team technical and 

system owners in dealing with the increasing number of 

comments, feedback, and complaints presented by end-users. 

 

Keywords—Helpdesk Support, Question Classification, Machine 

Learning, Support Vector Machine, Naïve Bayes 

 

I. INTRODUCTION 

 
Support services throughout the ongoing application system 

development process are crucial and necessary operations for 

an organization. Technical and management support is essential 

and critical to ensure the success of an application system, 

whether, in the user requirement phase, programming 

development phase, system-testing phase, or final support stage 

until the system is fully mature. Usually, support services must 

be continued to ensure the survival of an application system. 

The helpdesk support system has become a trend for all 

business in ensuring the journey of support services runs more 

systematically. Various open-source applications for helpdesk 

support systems, which are ready to use, have already existed 

and can be selected by management based on business 

suitability. 

The helpdesk support system usually covers various types 

of support services and categories of users. This diversity is one 

of the factors to the non-uniformity of the form of question data. 

The number of question data will undoubtedly increase in line 

with the addition of system development. The increment in the 

number of users will influence the technical and management 

to answer expeditiously every question asked. Also, the variety 

of questions that are often asked in the helpdesk support system 

include questions of various forms and sentence styles but offer 

the same meaning. If the questions are classified by category, it 

will aid the accuracy of the solution. Thus, it simplifies the 

usage of the system while not irritating the process. 
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Unstructured data is generally difficult to manage, 

especially in obtaining useful information from the text. The 

process of text mining is required on unstructured data to 

support and produce a category of classification of information. 

This text analysis acquires high-quality information for an 

extensive collection of documents. Overloading data in line 

with the increase in the number of systems developed and 

services provided leads to why the data classification needs to 

be developed. It ensures an improved, faster organization can 

provide more economical service continuity. 

The problem-solving techniques used in this study will 

significantly impact the technical team and system owners in 

dealing with the increasing number of comments, feedback, and 

complaints presented by end-users. Question classification 

information is also used to produce interactive dashboards to 

provide essential insights for system owners and technical 

teams involved in future decision-making. 

 

II. LITERATURE REVIEW 

 

High-quality customer service is crucial in service and 

business. Customer satisfaction in receiving the best aid should 

not be disregarded. Every enterprise's IT service delivery relies 

on the helpdesk. Many firms utilize intelligent helpdesk 

solutions to increase customer service quality due to the 

necessity of high-quality customer service [1].  

Apart from the importance of helpdesk support systems that 

are increasingly emphasized, the ability of helpdesk ticketing 

systems must also be highlighted. The capabilities of the 

helpdesk support system include ensuring high availability of 

services, boosting the helpdesk team's productivity, building 

the helpdesk that business demands, optimizing asset utilization 

to ensure maximum Return of Investment (ROI), controlling 

and managing all IT things, and complementing existing 

business processes. 

For a helpdesk system, one important component is the 

question and answering (Q&A) system, where it contain 

question data, which is the leading information to be processed 

to ensure that Q&A activities can be appropriately 

implemented. Therefore, the existing questions need to be 

coordinated to be answered accurately and quickly. A question 

is a language term used to make information requests [2]. It may 

categorize inquiries into several sorts based on their 

information demands, such as what, which, when, and how. 

Thus, the question type helps organize questions for various 

information requirements. 

In most circumstances, what a consumer wants from NLP is 

correct answers to inquiries posed by persons [3]. Question 

classification is an essential part of question processing since it 

decides the kind of response. The class of answers plays an 

essential role in Questions Answering Systems since it defines 

what information must be recovered from a knowledge base [4]. 

The classification of questions, especially frequently asked 

questions (FAQ), is to be clustered into the correct categories; 

therefore, the accuracy of the answers provided is also the 

primary purpose of this study.  

Three essential elements make up a standard Q&A system's 

architecture: Question Processing, Information Retrieval and 

Answer Processing [4][5]. A successful Q&A system depends 

on question classification, the first duty that needs to be passed 

in the task cycle, as shown in Fig. 1. The following task of 

information retrieval and answer processing cannot produce 

sound output to the questioner without proper question 

classification. 

 

 
 

Fig. 1.  Q&A Task Cycle  

 

 

Question Processing is the first element that involves 

analyzing and classifying questions asked by users. Question 

analysis, classification, and reformulation are crucial in 

question processing because they provide helpful information 

about the expected type of answer. Question classification is a 

valuable step in question processing because it provides 

valuable information about the needed type of answer. For a 

system user who asks the question, "What should I do because 

there is no 'Save' button on my system display?" The technical 

answer must clearly state through a systematic review the step-

by-step that needs to be done for the system's button to be 

visible to the user. In contrast to questions involving real 

information such as "What is the URL for a research proposal 

application?" For this, the answer must submit the required 

URL. 

Information Retrieval is also one of the jobs in document 

processing apart from paragraph filtering and ordering. In [4], 

they stated that extracting text passages from a set of documents 

is most likely to contain the answer to the input query.  

Answer processing is a method of extracting answer words 

from a passage of text in order to generate a final response [6]. 

Answer identification, extraction, and validation are the final 

process for producing the output sent to the user. 

 

A. Question Classification Approach 

 

Various question classification techniques have been 

investigated and implemented, especially in customer service-

related domains. There are three strategies for question 

classification tasks: Approaches such as machine learning, rule-

based techniques, and hybrid techniques are also available [3]. 

One study proposed a Support Vector Machine (SVM) 

classifier that employs bag-of-words (BOW), POS-tag, 

synonyms, and entity types [9]. This work is similar to the 

objective of this research, especially in the extraction technique 

to various features for every given question. However, the 
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dataset used is the Hierarchical Classification Standard. The 

Corresponding Corpus is a different domain from the target of 

this investigation, which will focus on the helpdesk support 

system dataset. While [10] presented a tree-based convolutional 

neural network (TBCNN) for programming language 

processing. Structural information is captured by designing a 

convolution kernel over a program's abstract syntax trees. They 

used question classification to evaluate the accuracy of TBCNN 

on the experimental data dataset for question classification from 

Corpora, and the question data structure studied has similarities 

with the domain of this study. Labelling the question data is one 

of the previous research methodologies used in the subsequent 

study. However, the question classification is not rule-based, 

which makes it unique and is said to be the first time that neural 

network modelling beat dedicated human engineering in this 

task. 

Rules-based approaches are used to classify problems. The 

technology tries to match questions with rules that have been 

manually written. However, determining the precise criteria 

necessitates a significant amount of time and effort to 

comprehend a wide range of question kinds [3]. [11] present a 

rule-based method for question classification. The first step is 

it creates a syntactic map using a parse tree. Second, the 

headword is extracted using possessive unrolling, preposition 

rolling, and entity identification. Finally, it checks the existence 

of a pattern that matches the 'wh-word, auxiliary verb, and 

headword. Once the pattern is found, the question class is 

returned. This approach is a state-of-the-art approach with a 

very high dependency level because all the rules are manually 

created by humans and produce an accuracy rate that is also 

lofty. Therefore, it is suitable to create a question class more 

precisely. 

Hybrid classification approaches are a concept that utilizes 

simple classification algorithms. While misclassification 

instances are typically called noise, they can also provide 

valuable information for determining the class values of other 

instances. [12] and [13] both discussed the hybrid classification 

approaches, where [12] proposed a hybrid method that employs 

information gain, word similarity, and frequent lexical patterns 

to avoid using features with a high computational cost. The 

researchers used default parameters to configure three 

classifiers: NB, C4.5, and SVM, which are all available in Weka 

3.9. The concept of hybrid classification is somewhat 

complicated due to its high accuracy. However, it is helpful in 

question classification specific to the Q&A System because it 

involves more than one layer algorithm that allows for high 

accuracy output due to multiple rules by each classifier. While 

in [13] proposed a hybrid approach for Question Classification 

that employs both syntactic and semantic analysis. It uses 

dependency relation parsing for syntactic analysis and a 

WordNet-based feature expansion technique for semantic 

analysis. The method includes a simple yet effective WordNet-

based hypernym expansion mechanism. This study's findings 

also performed the best comparison, proving their utility for 

question target categorization tasks. 
 

B. Question Classification in Helpdesk Support Forum 
 

Service agents spend a significant amount of time manually 

classifying the incoming tickets. With the massive growth of 

data, the need to automate ticket classification becomes crucial 

[14]. This part will look at question classification algorithms 

that have been or are being employed in the helpdesk area, 

where they conducted common data pre-processing for large-

scale support tickets dataset. Then the data is broken down into 

several classes before word vectorization models are processed 

for experimental algorithms. Their findings imply that the 

challenge of classifying IT support complaints can be easily 

solved utilizing old traditional methods like the Term 

Frequency — Inverse Document Frequency (TF-IDF) bag-of-

words vectorizer with SVM, which lacks the complexity of 

neural network models. Support Vector Machine (SVM) and 

Linear Regression (LR) algorithms were utilized as machine-

learning models. Standard information retrieval measures such 

as Precision, Recall, and F-score were chosen for performance 

evaluation.  

Classifying questions is crucial in ensuring that tickets are 

forwarded to the appropriate support person. For comparison, 

[15] chose three distinct intelligent text categorization 

algorithms: the Naive Bayes classifier, the Random Forest 

classifier, and the Neural Network. According to the 

researchers, the Naive Bayes method produced somewhat 

superior outcomes. Naive Bayes, Random Forest, and Neural 

Network, respectively, have accuracy rates of 74.8%, 72.2%, 

and 69.4%. Furthermore, compared to other classification 

algorithms, Naive Bayes is distinguished by simplicity, which 

helps it better adapt to working with small, low-quality datasets. 

The question classification of helpdesk tickets should be 

automated to reduce the time it takes to resolve issues and 

reduce the number of mistakes during the escalation process. 

[1] developed iHelp, an intelligent online helpdesk system that 

uses historical customer–representative interactions to find 

problems automatically–solution trends. Before the system is 

built, a case-ranking mechanism is established to aid users in 

swiftly obtaining answers to new requests. Existing cases must 

be ranked based on their semantic value to the input request. 

The case-clustering process is utilized to help customers find 

answers to their problems; iHelp clusters the top-ranking cases 

first and then creates a brief synopsis for each case cluster. 

Finally, request-based case multi-document summarizing is 

performed to improve the system's usability and provide a quick 

summary for each case cluster. They discovered that using 

sentence-level semantic analysis, a mixture language model, 

and the Sparse Nonnegative Matrix Factorization (SNMF) 

clustering technique, the helpdesk support system performed 

better. 

The end-user creates a problem ticket in the helpdesk 

support system by choosing a category and adding a 

description. Manually picking the ticket category by the end-

user may result in tickets being forwarded to the incorrect 

resolver group. Paramesh and Shreedhara has done two studies 

on this problem. The first one [16], they suggested to overcome 

the problems by parsing the unstructured ticket description 

provided by the helpdesk user, and ML techniques were 

employed to develop an automated classifier system that auto 

categorizes the tickets into one of the established categories. 

Baseline classifiers such as Naive Bayes (NB) and Support 

Vector Machines (SVM) are utilized, followed by ensemble 

approaches to generate the classifier models. Ensemble 
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approaches such as Bagging and Boosting techniques are 

applied to the basis classifiers for question categorization. The 

result shows that bagging of individual SVM's called Bagged-

SVM classifier outperformed well compared to all other chosen 

models. The proposed IT question classifier system ensures that 

tickets are assigned to the appropriate support group, that 

support resources are effectively utilized, that end-users have a 

better experience, and that response times are reduced. 

The second study [17] they compared four algorithms, namely 

Multinomial Naïve Bayes, Logistic Regression, K-nearest 

Neighbour, and Support Vector Machine. This study showed 

that Support Vector Machine produced the highest level of 

accuracy of 87% compared to Logistic regression, Multinomial 

Naïve Bayes, and K-nearest Neighbour, with 81%, 69%, and 

67% respectively on the training dataset. Since it worked well 

for all service desk ticket data samples, the Support Vector 

Machines (SVM) classifier model was able to reach a 

reasonable level of accuracy. The suggested automated ticket 

classifier system improves the end-user experience and 

customer happiness and the efficient use of support resources, 

faster ticket resolution times, and business growth. 

Another study from [18] utilizes an accurate ticket 

classification machine learning model to associate a help desk 

ticket with its correct service from the start, minimizing ticket 

resolution time, saving human resources, and enhancing user 

satisfaction. Classification of question data in the helpdesk 

support system at the university was carried out using four 

machine learning algorithms. SVM-based machine learning 

algorithm shows the best model, and experimental results 

illustrated that classification accuracy for the technique is 

higher when considering ticket comment, title, and description 

at the same time. The results show that SVM outperforms three 

other algorithms, namely J48 (Tree-based), Decision Table 

(Rule-based), and Naïve Bayes (Bayes-based), based on a 

higher level of accuracy. 

 

III. EXPERIMENTAL DESIGN 

 

The experiment comprises five primary phases: data 

preparation, data exploratory, data pre-processing, design 

modelling and performance evaluation as described in Fig. 2. 

For each of the phases, different tools and techniques were used 

to achieve the desired output. 

Phase A and Phase B described the initial activities of 

preparing the dataset and doing exploratory of the dataset. Phase 

A focused more on the extraction of the data and the purpose of 

the data exploration is to get a better understanding of the current 

state of the data. Phase C mainly preparing the question data for 

the experiment and helping to get initial view of the type of 

questions being asked. Phase D is the main phase of the 

experiment, where model development of the classification 

model is being developed and finally, Phase E is to determine 

the accuracy of the model developed using evalution tools. 

 

 
 

Fig. 2.  Question Classification Model framework 
 

 

A. Dataset and Exploratory Data Analysis (EDA) 

 

The dataset used in this study is the primary data extracted 

directly from the database that is the entire actual data from the 

system. It is the dataset from the helpdesk support system, 

developed and used by the IT Department under the research 

entity at the University of Higher Learning. The dataset 

processed and used is of the latest two years' data and involves 

three categories of users, namely end users, system owners, and 

system developers. This dataset contains 15 column attributes 

with 8,404 rows (see Table I). 

The exploratory data activity that begins by looking at the 

detail of values, patents, and possible anomalies or the presence 

of outliers. The main focus here is to understand the help topic 

chosen by the users. It was identified that help topics can be 

classified into three main classes; Department, Guideline, and 

System [5]. The Department and Guideline classes are ticket or 

question categories that will be sent to the owner of the data in 

the system, while the System class will be answered by the 

technical system technical. 
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TABLE I.  THE DATASET DESCRIPTION 

 

 
 

 

The different class is important and were used to determine 

the classification of the text forum. Question data that has gone 

through the first part of pre-processing is labelled manually to 

the class according to the help topic or question category. 

Column target_class is added in the dataset to store information 

of classes (System, Department or Guideline). Table II shows 

the list of classes with the number of Help topic. 

 
TABLE II.  NUMBER OF HELP TOPIC FOR EACH CLASS 

 

 
 

 

The label determination process for question classification 

will depends on the question topic as proposed in Table II and 

will be used in the next phase. 

 

B. Question Pre-processing 

 

In this phase, the main data used is the title and question 

attribute, where all questions and its answer thread are taken. 

Example of a question thread is shown in Fig. 3, and it showed 

an example of ticket transfer due to wrongly chosen help topic 

by the user. 

 

 
 

Fig. 3.  Example of a ticket thread and ticket transfer process 

 

 

After the data was extracted from the database, data cleaning 

process was done using Python and it includes removing all 

symbols, special characters, punctuations, and short words. Stop 

words are also identified and discarded and to standardization 

the data, all question, title, and category are set to lowercase and 

uppercase according to the suitability of the data.  

In the text mining process, data normalization is another 

important process, which consists of tokenizing, stemming and 

lemmatizing data is performed to obtain output results that will 

be easily processed for text classification as in Table III. 

 
TABLE III.  THE OUTPUT AFTER DATA NORMALIZATION PROCESS 

 

 
 

 



Noor Aklima Harun, Sharin Hazlin Huspi & Noorminshah A. Iahad / IJIC Vol. 13 No. 1 (2023) 37-45 

 

42 

C. Question Classification Model 

 

The development of the model involved feature selection, 

data splitting, text vectorization or feature extraction, and 

classification using a machine learning algorithm. The features 

selection is processed manually and the attributes selected are 

the question's text and labelled class as in Table II. This process 

is done manually with the question and target class, and the 

focus will be given to question data that contain important 

keywords that formed the basis of the text classification.   

The data splitting process is done to meet the requirements 

of the machine learning process, and here the dataset was split 

into training and testing data using a suitable ratio. For this 

study, the summary of the split data is as Table IV. 

 
TABLE IV.  SUMMARY OF SPLIT DATASET 

 

 
 

 
Feature extraction is the process of extracting a list of words 

and converting them into a feature set that a classifier will later 

use. Here text vectorization is applied, where it converts the text 

words into feature vectors. Text vectorization used the Count 

Vectorizer (CV) and Term Frequency-Inverse Document 

Frequency (TF-IDF).  

 

D. Machine Learning Model Development 

 

Based on previous studies discussed in the literature review, 

the Naïve Bayes (NB) and Support Vector Machine (SVM) 

techniques was selected as it managed to produce higher 

accuracy for classification. The presence of a given feature or 

properties in a class is assumed to be independent of any other 

feature in Naive Bayes [21]. The formula for the Naïve Bayes 

to calculate the probability is in [22]: 

 

𝑃(𝑐|𝑥) =
𝑃(𝑥|𝑐)𝑃(𝑐)

𝑃(𝑥)
 

 
where x= attributes and c= class. 

SVM is a non-probabilistic linear binary classifier used to 

describe supervised learning models using a separating 

hyperplane [23]. Due to their primary advantages, such as their 

robustness in high-dimensional environments, SVM has been 

employed effectively in many text categorization studies [24]. 

Based on the stated suitability, both techniques were selected to 

implement this research. 

Another important process done was data resampling was 

performed for the highest accuracy of feature extraction and 

algorithm to verify the best result for the algorithm used. It is 

assumed that the oversampling and under-sampling technique 

can confirm that the output is the best. 

 

IV. RESULTS AND DISCUSSION 

 

In general, this study developed two key experiments using 

Naive Bayes (NB) and Support Vector Machine (SVM) 

algorithms to develop a question classification model. The 

accuracy, precision, recall, and F1-score were used to generate 

the classification report for each experiment. The first 

evaluation was to compare the output for Count vectorizer and 

TF-IDF vectorizer for both NB and SVM algorithm with 

different parameter settings from the original dataset.  

Based on the first output, a further experiment was 

conducted by selecting the highest accuracy vectorizer and a 

machine learning algorithm that was deemed appropriate to 

proceed with resampling techniques as second evaluation. The 

dataset was split 70-30 as described in Table IV.  

 

A. Count Vectorizer (CV) with Naïve Bayes (NB) and Support 

Vector Machine (SVM) 

 

Table V and Table VI shows the result from Count 

vectorizer as features extraction for both NB and SVM. The 

first experiment was done using Count vectorizer as the features 

extraction using the default parameter setting (Table V) and 

Table VI showed result by changing the default parameter 

setting (for NB, alpha value = 1.8 and SVM, C value = 5.0 and 

kernel type = RBF). 

 
TABLE V.  EVALUATION RESULTS FOR COUNT VECTORIZER USING DEFAULT 

PARAMETER SETTING 

 

 
 

TABLE VI.  EVALUATION RESULTS FOR COUNT VECTORIZER USING NEW 

PARAMETER SETTING 
 

 
 

 
As shown in Table V, there is no significant difference 

between NB and SVM. Both results showed accuracy score of 

0.832, but SVM failed to identify any questions for the 

GUIDELINE class. SVM showed slightly better precision score 

for the SYSTEM class. The result was improved in Table VI, 

where it showed that accuracy score for SVM was better (0.838) 

than the default setting and also able to predict questions for the 

GUIDELINE class. It also showed that the new parameter 

(1) 
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setting for SVM were able to make question classification more 

accurately and evenly between classes.  

Thus a higher C value has a significant impact on noisy data 

points and this has helped the SVM hyperplane to prioritize 

very few misclassifications. It is also observed that lower C 

value were able to make the hyperplane separate the data points 

well, but there is a high risk of possible misclassifications. 

Moreover, changing the kernel type to RBF has an advantage; 

it can handle the scenario when the relationship between class 

labels and characteristics is nonlinear [25]. 

But we can see that changing the parameter did not 

improved the result for NB. This is expected since increasing 

the alpha value has the possibility that the model will be bias 

towards the class which has more records and making the model 

become a dumb model (underfitting problem). More on 

resampling the model will discussed later. 

 

B. Term Frequency-Inverse Document Frequency (TF-IDF) 

with Naïve Bayes (NB) and Support Vector Machine (SVM) 

 

Table VII and Table VIII shows the output of the second 

performance evaluation using TF-IDF vectorizer as the features 

extraction. From the tables, NB showed lower accuracy score 

compared to SVM for both parameter setting based on the result. 

This might be mainly because NB algorithm only looks 

independently for each text. 

 
TABLE VII.  EVALUATION RESULTS FOR TF-IDF VECTORIZER USING DEFAULT 

PARAMETER SETTING 
 

 
 
TABLE VIII.  EVALUATION RESULTS FOR TF-IDF VECTORIZER USING NEW 

PARAMETER SETTING 

 

 
 

 
NB’s accuracy score improved when the parameter was 

changed (alpha value was set to 1.8) in Table VIII, but again it 

might result the model to be underfitted. The SVM model 

accuracy score also improved when the parameter setting was 

changed (C value = 5.0 and kernel type = RBF). And the same 

result as in the previous experiment (using Count vectorizer), 

where the default parameter did not able to predict the 

GUIDELINE.  

 

 

 

C. Resampling Analysis 

 

Based on the result in the previous experiment, further 

experiments were done through the data resampling method in 

order to validate and select the best feature extraction and 

machine learning algorithm technique. Furthermore, data 

resampling was done to see if it helped the dataset imbalance, 

remove bias, and at the same time improve the accuracy score. 

Here, the number of original samples and the number of 

samples that change after the resampling process (oversampling 

or under-sampling) is critical to record so that the effects and 

impact of resampling will be seen more clearly. As seen in 

Table V-VIII, SVM showed the highest accuracy in all 

experiments. Therefore, the resampling experiment will also 

help to select the best feature vectorizer for SVM.  

The first resampling method chosen is the SVM Synthetic 

Minority Oversampling Technique (SVMSMOTE). SMOTE 

works by selecting samples in the feature space close together, 

drawing a line between them in the feature space, then drawing 

a new sample at a position along that line. In balancing the 

dataset, SMOTE will look at the minority number of samples 

and then oversample the data without involving a change in the 

majority number of the sample. 

The resampling method chosen for under-sampling process 

is the One-Sided Selection (OSS). The method will clean the 

database by removing noise samples suitable for all machine 

learning algorithm types. In balancing the dataset, OSS will 

look at the majority number of samples and then under-sampled 

the data without involving a change in the minority number of 

the sample. 

The result for the resampling experiments is shown in Fig. 

4, and it is shown that SVM algorithm using TF-IDF vectorizer 

is more suitable to be chosen as the question classification 

model. 

Fig. 4 supported that TF-IDF is the most accurate feature 

extraction used by SVMs. The result of the SVM algorithm acts 

more accurately on text classification and interactions between 

questions. Therefore, question data in the helpdesk is more 

suitable for using the SVM algorithm as the question 

classification model because it is crucial to see the interactions 

between question text since the sentences in the question are 

usually related.  

The experiment using the resampling method also helps 

validate the best technique to be selected for model 

development. SVMSMOTE is used for oversampling, and OSS 

for under-sampling experiments and both supported that SVM 

+ TFIDF combination of techniques seems most suitable for the 

question classification for the helpdesk support system based 

on final results in this study. 
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Fig. 4.  Accuracy score for NB and SVM algorithm in original, oversampling 

and under-sampling techniques 

 

 

V. CONCLUSION AND FUTURE WORK 

 

This study shows that the Support Vector Machine (SVM) 

algorithm develops a better question classification model than 

the Naïve Bayes (NB) technique for the current dataset. 

The first evaluation from the classification experiment was 

to compare the output for Count vectorizer and TF-IDF 

vectorizer for NB algorithm and SVM algorithm with different 

parameter settings from the original dataset. Based on the first 

output, a further experiment was continued by selecting the 

highest accuracy vectorizer and a machine learning algorithm 

deemed appropriate to proceed with resampling techniques as 

second evaluation The testing dataset is 30% split data which is 

645, while the training dataset is 70% split data which is 1,523 

(as in the Support column).  

One of the limitation for the study is related to the significant 

imbalance dataset of the proposed classes. This is due to the 

dataset, which is still new and (only two years of data). Thus, 

there is the high probability of data overfitting based on the 

resulting output.  

It is suggested that the model development can be improved 

by continuing research using other appropriate machine 

learning algorithms, deep learning, or ensemble models. Since 

the SVM algorithm is more suitable for this research, additional 

studies, especially the validation part for the predicted question 

class, must be done thoroughly. The feature extraction process 

can also be explored using other techniques such as the 

Word2Vec method.  
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