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Abstract—In this paper, a modified robust image encryption 

scheme is developed by combining block compressive sensing 

(BCS) and Wavelet Transform. It was achieved with a balanced 

performance of security, compression, robustness and running 

efficiency. First, the plain image is divided equally and sparsely 

represented in discrete wavelet transform (DWT) domain, and the 

coefficient vectors are confused using the coefficient random 

permutation strategy and encrypted into a secret image by 

compressive sensing. In pursuit of superior security, the hyper-

chaotic Lorenz system is utilized to generate the updated secret 

code streams for encryption and embedding with assistance from 

the counter mode. This scheme is suitable for processing the 

medium and large images in parallel. Additionally, it exhibits 

superior robustness and efficiency compared with existing related 

schemes. Simulation results and comprehensive performance 

analyses are presented to demonstrate the effectiveness, secrecy 

and robustness of the proposed scheme. The compressive 

encryption model using BCS with Walsh transform as sensing 

matrix and WAM chaos system, the scrambling technique and 

diffusion succeeded in enhancement of secure performance. 

Keywords—Compressive Sensing, wavelet transform, hyper-

chaotic Lorenz system, Image encryption algorithm 

I. INTRODUCTION

The development of several methods of transmitting 

information over the Internet has led to the creation of rapid 

techniques for transmitting digital images. This requires the 

secure transmission of these information’s by adopting modern 

methods based on computer vision, such as medical vision [1-

3]. Thus, encryption methods and algorithms have varied to deal 

with such high amounts of data as Data Encryption Standard 

(DES) and Advanced Encryption Standard (AES), not suitable 

for image encryption scenarios [1-7]. 

According to the in-depth study of chaos theory, and based 

on its unique properties, chaotic maps have been explored, such 

as pseudo randomness, eroticism, non-periodicity, and high 

sensitivity to initial values. These properties that make the image 

clutter-based have led to the emergence of encryption algorithms 

capable of protecting image data. Based on this, cryptographic 

algorithms based on chaotic systems have been studied 

extensively [8-11]. In some of them, an image coding algorithm 

based on the random shift of the integer cycle and the logistic 

map has been proposed. In another, a dynamic image coding 

algorithm has been proposed based on variable-length secret key 

and modified Henon map. Among them, an encryption 

algorithm based on artificial neural networks for long-term 

memory was used etc. 

Finally, an advanced framework has been developed based 

on the compression sampling (CS) techniques for down 

sampling and compressive. It builds on the pioneering work of 

Candes et al. [12] and Donoho [13], have demonstrated that 

under certain conditions, the signal can be accurately 

reconfigured from only a small set of measurements. This 

principle offers the potential to greatly reduce sampling 

dependence, power consumption and computation complexity 

in digital data acquisition applications. Due to its great practical 

potential, it has made great achievements in academia and 

industries in the past few years [14-16]. 

In this paper, under sampling is proposed to obtain a fast CS 

of natural images where the original image is divided into small 

blocks and each block is sampled independently. Wavelet 

transform is used in the CS block that gives the huge success and 

widely spread encryption system [17]. The main steps included 

in this proposal included the following: (1) A compression and 

encryption mechanism is designed using BCS; (2) The initial 

values for translation are obtained, and are used as keys 

throughout the algorithm; (3) The image is coded by Wavelet 
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transform, and the pixels of the image are then mixed. Scramble 

mode before CS helps to mess across the whole picture. (4) The 

image is divided into blocks, and then BCS is adopted. To 

reduce the data stored in the storage space, stored offset, rotated, 

measurement matrix formed the chaotic sequence and random 

recipes blocks are used. 

 

II. COMPRESSED SENSING  

 

It is a signal processing technique used to efficiently acquire 

and reconstruct a signal from a reduced set of measurements by 

using priory knowledge of the signal’s sparsity on some basis. 

Sparsity; as it relates to signal processing is a measure of the 

number of non-zero components necessary to represent a signal 

on some basis. If y is measurement vector, x signal of interest 

and Ø sensing matrix, then the model-based compressive 

sensing can be expressed as: 

 

𝒚 = ∅ . 𝒙                                         (1) 

  [

𝒚𝟏

.
𝒚𝑴

]       =     [∅𝑴𝑿𝑵]     [

𝒙𝟏

.
𝒙𝑵

]        (2) 

Note that    𝑴 ≪   𝐍  resulting in an undetermined linear 

system. 

 
Fig. 1.  Show that    𝑀 ≪   N  resulting in an undetermined linear system 

 

 

For example, using maximum pooling under sampling 

techniques can be used to find ∅ from origin data as shown 

below: 

TABLE I.  FIND ∅ FROM ORIGIN DATA 

2 4 1 3      

6 8 2 1 By  8 3  

9 1 5 1 max  9 5  

4 2 3 4 pooling     

 

 

Typical approach that usually can be used in the 

reconstruction technique is the Pseudo inverse, this leads to 

minimal 𝟐 solution. 

 

𝒙^ = ∅𝑻 (∅ ∅𝑻)−𝟏 . 𝐲      ………………. (3) 

Note that,  𝟐 yields MMSE solution not sparsest solution, hence 

the solution;  𝟏 enforces sparsity.  So employing the minimum 

on ‖𝒙‖𝟏
 that subjected to  𝒚 = ∅ . 𝒙 will solve the problem such 

that  𝒙   is not inherently sparse. Now let 𝝋  represent a basis 

upon which 𝐱 is sparse. Then 𝝋−𝟏   is a linear operating mapping 

such that 𝒙 → 𝒙∗ where 𝒙∗  is the projection onto basis 𝝋 will 

leed to: 

𝒙∗ = 𝝋−𝟏   𝒙                    (4) 

𝐲 = ∅ 𝛗  𝒙∗                   (5) 

 

This can be summarized by the following matrix notation 

given below: 

 

 
Fig. 2.  The block diagram of an Image sparse using under sampling technique 

and Wavelet transformation 
 

 
Fig. 3.  Block diagram of image compressive sensing 

 

 

III. THE PROPOSED METHOD 
 

In the previous years, many classical chaotic systems were 

proposed, some of which depend on a pocket map, others that 

use a logistic map, and some adopt the idea of a tent map, etc. 

All of these systems are characterized by their simple 

mathematical forms, in addition to the well-known ease of 

implementation. Of course, it suffers during its performance 

from small key spaces and the possibility of detecting its orbits 

in addition to its limited ranges, and several other performance 

limitations. The authors proposed a high-dimensional chaotic 

system and the possibility of more secure encryption when used 

in image encryption and named it Walid-Ali Chaotic Map 

(WAM) [26-30]. Based on these characteristics, this new chaotic 

system (WAM) has been used in this research to generate 

chaotic sequences, which can be described by the following 

equations: 

 

Xn+1   = 1- a Xn Yn - Xn2- Yn2- b sin (Zn2)  (6) 

Yn+1   = Xn     (7) 

Zn+1   = π – Yn – c sin (Zn)     (8) 

 

Note that a, b, and c are the parameters of system control 

while x, y, and z are system variables. In this paper, image 

encryption could be divided into three phases namely the block 

compressive sensing, and the Walid-Ali Chaotic Map (WAM) 
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system is employed to generate chaotic matrices for encryption 

processes. As well as, the block partition and Signature pseudo 

random sequence generator is implemented on the naturel 

image. Finally, RSPD concept is used for encoding and 

decoding. 

     The main block diagram of the proposed method is given in 

Fig. 2. It can be divided into two main parts, namely the 

proposed block compression and Nharain chaos [17] 

encryption. The detail processing of the input image is 

described through the following demonstrated example of a 

given matrix. 

Step 1: 

• Given a natural image Y of size N*N usually N=512. 

• Group the natural image into eight bits each hence H= 

[h1….h64] is formed and a total of 64 groups are 

formed of hexadecimal. 

• Compute the following parameters (m1, m2, m3, m4, 

m5) using the following equations.  

m1=h1⊕h5⊕h9⊕ …….. ⊕h61       

m2=h2⊕h6⊕h10⊕……..⊕h62 

m3=h3⊕h7⊕h11⊕……. ⊕h63       

m4=h4⊕h8⊕h12⊕……..⊕h64 

m5=h1+h3+h5+………+h6                  

m6=h2+h4+h6+…..…..+h64 

 

For simplicity we will take only sixteen decimal values as 

shown in the matrix bellow 4 by 4 elements hence the values of 

m1 up to m6 will be as computed bellow. Hence, the decimal 

values for this special case h1 … h16 

TABLE II.  THE MATRIX BELLOW 4 BY 4 ELEMENTS 

 

 

 

 

 

 

m1=66 xor 56 xor 67 xor 8 =49, m2=56 xor 85 xor 36 xor 

34=107 

 

m3=45 xor 76 xor 56 xor 42=115, m4=56 xor 67 xor 36 

xor56=103 

 

m5= 66 + 56 + 67 + 8 =197    and          m6= 56 + 85 + 36 + 34 

=211 

 

• Compute four values namely A, B, C and D using the 

following equations. 

 

A =
𝑚1 + 𝑚2

256
+

𝑚5

𝑚3
 , B =

𝑚3 + 𝑚4

256
+

𝑚6

𝑚2
, C

=
𝑚1 + 𝑚3

256
+

𝑚5

𝑚4
 & D =

𝑚2 + 𝑚3

256
+

𝑚6

𝑚1
 

 

A= ((49+107)/256) + (197/115) = 2.3224 

1+the following equation 

on bellow to get  

B= ((115+103)/256) + (211/107 = 2.8235 

 

C= ((49+115)/256) + (197/103) =2.5532      

D= ((107+115)/256)+(211/49) = 5.1733 

 

• The initial values of random generated parameters 

(a1, a2, a3, a4, a5) can be obtained through the 

following equations and that will be as the keys 

through all the proceeding of the algorithm.  

 

a1 =
𝑚𝑜𝑑(𝐴 + 𝐵, 255)

255
, a2 =

𝑚𝑜𝑑(𝐶 + 𝐷, 255)

255
, a3

=
𝑚𝑜𝑑(𝐴 + 𝐵 + 𝐶, 255)

255
 

 

a4 = 𝑚𝑜𝑑(𝐵 + 𝐶 + 𝐷, 1)& a5 = 𝑚𝑜𝑑(𝐵 + 𝐷, 3) 

orithm. Thatat increaslgorithm.            

 

a1=mod (2.3224+2.8235, 255)/255  = 0.0202,   a2= mod 

(2.5532+5.1733, 255)/255  = 0.0303,       

     

a3= mod (2.3224+2.8235+2.5532, 255)/255 = 0.0302,  a4= 

mod (2.8235+2.5532 +5.1733, 1) =0.5500  

   

&  a5=mod (2.8235+5.1733, 3)  = 1.9968 

 

Step 2: 

Compute the DWT in order to produce the sparse of the natural 

image P. here a Haar type is used of orthogonal matrix Ψ of 

dimension 4 * 4. Using the following equation: 

 

𝐏𝟐 =  𝚿 ∗ 𝐘 ∗  𝜳𝒕                           (9) 

 

Y= [12 15 17 4; 34 76 34 23; 34 6 4 22; 13 5 17 18];  

 

Ψ= [0.7071 0.707 0 0; 0 0 0.707   0.707; 0.707 -0.707 0 0; 0 0 

0.707 -0.707] 

 

P2= [68.5 39 -22.5 12; 29 30.5 18 -9.5; -41.5 -18 19.5 1; 11 -

4.5   10 -8.5] 

 

Fig. 4.  The schematic diagram of the proposed compressed Encryption process 

66 56 67 8 

56 85 36 34 

45 76 56 42 

56 67 36 56 
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Step 3: 

1-convert P2 into one dimensional vectors size m time’s n to 

produce the vector P3 

 

P2= [68.5 39 -22.5 12 29 30.5 18 -9.5 -41.5 -18   19.5   1 11   -

4.5   10   -8.5] 

 

2-scramble the element of P2 in step 2 above with the following 

expression: 

𝑃3(𝑖) = 𝑃2(𝐺(𝑖)) 

 

1

2 

1 1

4 

1

1 

4 8 1

3 

1

0 

1

6 

5 3 1

5 

9 7 6 2 G

= 

 

P3= [39 30.5   18   -41.5 10   -22.5   29   -8.5 -18   11   -9.5 12 

19.5    -4.5   68.5   1]; 

 

Step 4: 

• Split the image into blocks B1with dimension d*d and 

set compression ratio r=0.5, w=r*d for the current 

example d=4 and w=2. 

• Using MM (measurement matrix) with the size 4*4 

with Walsh transform. 

• Generate three sequences of length n namely p, q and t 

by using Nharain logistic map.  

 

Kn+1=kn*r*(1-kn) 

 

q = [0.20 0.30 0.10 0.40], p= [0.30 0.10 0.40 0.20] and t= [0.40 

0.20 0.30 0.10] 

 

• Quantized the values of the above sequences using the 

following equation. 

 

f= floor (mod (kn * 1015, N)) 

 

q = [2 3 1 4], p= [3 1 4 2] and t= [4 2 3 1] 

 

• Scramble the sequences using Walsh transform 

depending on the value of the key a5. If a5 is 1 then 

shift the even rows of Walsh matrix to the left ti times 

and shift the odd rows to the right pi times. If a5=2 then 

shift the even rows of Walsh matrix to the right ti times 

and the odd rows to the left pi times. If a5=3 shift the 

even rows of Walsh matrix to the left ti times and shift 

odd rows to the right qi times.  

 

a5=2 

q = [2 3 1 4] 

p= [3 1 4 2] 

t= [4 2 3 1] 

 

 

 

 

 

 

 

• Finally the new Walsh matrix is rotated to clockwise 

90 degrees to obtain the F matrix. Repeat shifting and 

rotation cycle 30 times to get the F2 matrix. 

 

 

 

 

 

 

• In order to reduce the singular value of the MM a QR 

decomposition of F2 is computed. The Q is orthogonal 

and R is triangular.  

• First F2t decomposed to matrix Q size n*m and matrix 

R size n*m upper triangular matrix and update the none 

diagonal element to zeros to get R1 

 

Q= [-0.5 0.5 0.5 0.5; -0.5 -0.5 0.5 -0.5; -0.5 0.5 -0.5 -0.5; -0.5 -

0.5 -0.5 0.5] 

 

R= [-2 0 0 0; 0 -2 0 0; 0 0 -2 0; 0 0 0 2] 

 

• Finally the MM  is synthesized by Qt and Rt. 

Qt = [-0.5 -0.5 -0.5 -0.5; 0.5 -0.5 0.5 -0.5; 0.5 0.5 -0.5 -0.5; 0.5 -

0.5 -0.5 0.5] 

 

Rt = [-2 0 0 0; 0 -2 0 0; 0 0 -2 0; 0 0 0 2] 

 

 

   

= 

 

-0.5 -0.5 -0.5 -0.5 -2 0 0 0 

0.5 -0.5 0.5 -0.5 0 -2 0 0 

0.5 0.5 -0.5 -0.5 0 0 -2 0 

0.5 -0.5 -0.5 0.5 0 0 0 2 

 

 

Step 5: 

Compress the block with the  

B2 = *P3 

 

Block1=-43.0000  79.0000  -11.5000  -42.5000, Block2=-

36.7500  -16.2500 -141.7500   -1.7500 

 

 

Step 6: 

• Reshape each block in to one vector and each vector is 

1*4. 

 

Block1=-43.0000   79.0000 -11.5000 -42.5000 

 

Block2=-36.7500 -16.2500 -141.7500   -1.7500 

 

• Compute the quantification to each block to get the 

result decimal numbers range numbers between 

[0,255]. 

 

B3 = 𝑟𝑜𝑢𝑛𝑑[255 ∗
B2 − min

𝑚𝑎𝑥 − 𝑚𝑖𝑛
] 

 

Block1= 114   255   150   115    

1 1 1 1 1 

1 -1 1 -1 1 

1 1 -1 -1 1 

1 -1 -1 1 1 

1 1 1 1 

-1 1 -1 1 

-1 -1 1 1 

1 -1 -1 1 

1 -1 -1 1 

1 1 -1 -1 

1 -1 1 -1 

1 1 1 1 
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Block2= 121   145     0   162 

• Reshape each block to w*d matrix blocks  

Block1= 114   255   150   115  

   

Block2= 121   145     0   162 

 

Step 7: merge all blocks to the same location, the merged image 

is obtained of size w*n since w=r*m. 

 

114   255   150   115 

 

121   145     0   162 

 

Step 8: 

• Generate random number by the chaotic map  

xn+1=xn*r*(1-xn) 

 

X0=a1, X1=0.0202*3.7*(1-0.0202) = 0.0732 , 

X2=0.0732*3.7*(1-0.0732) = 0.2510 

 

X3=0.2510*3.7*(1-0.2510) = 0.6956,  X4= 0.6956 *3.7*(1- 

0.6956) = 0.7834 

 

X5= 0.7834*3.7*(1- 0.7834) =0.6278,  X6= 0.6278*3.7*(1- 

0.6278) = 0.8646 

 

X7=0.8646*3.7*(1-0.8646) =0.4331,  X8=0.4331*3.7*(1-

0.4331)  = 0.90 

• quantify the result of sequence number in the range [0 

255] through the following equation. 

k= floor (mod(x*1015, 255)) 

 

K1= floor(mod(0.0732*10.^15,255))  =105,  K2= 

floor(mod(0.2510*10.^15,255))=50 

 

K3= floor(mod(0.6956*10.^15,255))  =230,  K4= 

floor(mod(0.7834*10.^15,255)) =25 

 

K5= floor(mod(0.6278*10.^15,255)) =185,  K6= 

floor(mod(0.8646*10.^15,255)) =30 

 

K7= floor(mod(0.4331*10.^15,255)) =5,  K8= 

floor(mod(0.9084*10.^15,255)) =120 

 

x= 105 50 230 25 185 30 5 120 

 

Step 9: 

• Compute the RSPD. Every pixel one the image is xor 

with the random number that have generated by logistic 

map one by one. The xor operations are computed from 

the first element to the end in the position of the 

sequence in the following equations. 

 

B6(1)=x(1)⊕B5(1) &  B6(i)=x(i)⊕B5(i)⊕B6(i-1) 

 

x= 105 50 230 25 185 30 5 120 

 

B6= [27   214   166   204    12   131   134    92]. 

After that the first position is updated by the following 

equation: 

B6(1)=B6(m*N)⊕B6(1), B6= [71   214   166   204    12   131   

134    92] 

• By using the Z sequence random number that have 

generated by WAM chaos system used as index value 

for the B6 and produce new sequence and apply it with 

the following equation to obtain the B7 vector 

 

B7(Z(1))=x(m*N+1)⊕B6(1)⊕B6(Z(1)) 

 

B7(Z(i))= x(m*N+i)⊕B6(Z(i))⊕B6(Z(i-1)) 

 

B6= 71 214 166 204 12 131 134 92 

Z= 3 1 4 6 8 5 2 7 

 

X= 105 50 230 25 185 30 5 120 

B7= 41 5 114 253 30 25 120 185 

 

Step 10: Finally, the cipher image with size m*N is obtained by 

the vector B7. 

The flowchart of proposed compressed encryption system is 

given in Fig. 3. 

 

Fig. 5.  The flow chart of the proposed compressed Encryption system 

 

 

IV. EVALUATION OF THE PROPOSED ENCRYPTED SYSTEM 

 

Multiple plain images database was selected in order to 

verify the performances of the proposed encryption system. Two 

main tests were carried out, namely, the compression capability 

and security performance.  As well as the compression capability 

measured in order to achieve the accuracy required for the 

reconstruction process. In addition, the security capability was 

examine including the visual performance and secret key 

analysis, taking into account the conventional statistical, 
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differential, and malicious attacks. The result of comparisons of 

the proposed encryption system with several existing classical 

methods of showed that the proposed algorithm has smaller 

correlation coefficients compared with them.  
 

TABLE III.  COMPARES THE CORRELATION COEFFICIENTS OF THE PROPOSED 

METHOD TO THOSE OF OTHER METHODS 
 

Encryption method Vertical Horizontal Diagonal 

Ref [23]  −0.0296 ‐0.0050 −0.0230 

Ref [24] 0.00014 -0.00368 -0.02298 

Ref [25] 0.0016 -0.0088 -0.0254 

The proposed method -0.0297 -0.0193 -0.0374 

 

 

V. CONCLUSIONS 

 

The main conclusions of this research are the following 

points: (1) the compression encryption model using BCS and 

WAM chaotic was implemented. (2) The diffusion mechanism 

and scrambling technique were designed, which succeeded in 

enhancement of secure performance. (3) Using of Walsh 

transform in the keys generation mechanism based on signature 

computation. (4) Testing results indicated that this proposed 

structure gives a low complexity and distinguished efficiency. 
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