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Abstract—In the field of personality computing research, the 

analysis on audio-visual input is predominantly used to detect 

human personality behaviors. With the advancement of computer 

vision technology, there has been significant enhancement in 

personality computing. Personality trait recognition is one of the 

applications under personality computing where the machine can 

analyze human behaviors and recognize personality traits via video 

analysis. In video input, there are different audio-visual features 

characteristics, consisting of visual (images) and audio (sounds) 

elements. Therefore, it is critical to employ appropriate deep 

learning techniques to most effectively extract important features 

from audio-visual input. The maturity of convolutional neural 

networks (CNNs) has been proven with promising prediction 

results for feature extraction and selection in image classification, 

sound detection, and face-emotion recognition. Thus, a variety of 

CNN-based techniques have been developed with different salient 

features and CNN layer modifications to learn and extract 

meaningful patterns and representations from images and videos. 

Due to the distinct characteristics of audio-visual features, hybrid 

CNN-based techniques were introduced to optimally analyze these 

modalities. This study aimed to explore hybrid CNN-based 

techniques used in video analysis for personality trait recognition 

systems. This study also provides an overview of current issues in 

the development of recognition models in personality computing 

using hybrid CNN-based techniques. The advantages of integrating 

audio and visual modalities in hybrid techniques are addressed, as 

well as their performance accuracy. The discussion finally 

summarizes the findings and potential future research directions. 

Keywords—Computer Vision, Personality Computing, Personality 

Traits Recognition, Audio-Visual Feature Extraction 

I. INTRODUCTION

Personality is defined as the stable characteristics of an 

individual where it is related to the characteristics of people that 

determine a person’s personality and self-quality. It also 

portrays a distinctive way of thinking, feeling, and behaving [1]. 

Some examples include being outgoing, confident in oneself, 

talkative, friendly, shy, or lacking in self-confidence. 

Personality causes one person to be different from another in 

terms of thoughts, feelings, and behaviours that make a person 

unique. The way a person acts or responds to some stimuli 

reflects his or her personality. In psychology, personality 

models are used to describe human personality through 

structured traits. These traits are different according to the 

model and they are used to describe a person's personality. 

Existing research mentions that several personality models have 

been widely used for automatic personality detection using 

machine learning approaches [2]. These personality models 

include Myers-Briggs Type Indicator (MBTI) [3], The Sixteen 

Personality Factor Questionnaire (16PF) [4], Eysenck 

Personality Questionnaire-Revised (EPQ-R) [5], Three Traits 

Personality Model (PEN) [6] and Five Factor Model [7]. The 

interpretation of human personality represented by each of these 

models differs from each other. According to psychology realm, 

the Five Factor Model, often known as Big-5 Model, is the most 

widely used predictors of personality traits measured in 

psychology as well as affective computing domain [8]. In the 

Big-5 Model, human personality is described by five factors 

traits which are openness, conscientiousness, extraversion, 

agreeableness, and neuroticism. Additionally, these traits are 

known by the acronym OCEAN and are considered as basic 

traits that describe a person’s personality. 

Traditionally, personality testing surveys have been used as a 

tool to systematically measure human personality. The survey form 

is designed differently depending on various personality models. 

However, recognizing people’s personality using personality 

testing based solely on questionnaires with closed-ended questions 

is insufficient. Traditional approach of personality testing using 

Likert scale questionnaires is open to self-distort and faking [9-10]. 
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Furthermore, using the solely questionnaire with closed-

ended question in personality tests to predict personality traits 

among job candidates is inadequate and not comprehensive. 

This traditional way is also no longer up-to-date and 

economical due to the advancement of current technology. The 

reliability of personality tests is also questionable because there 

is a possibility that different personality types will be revealed 

even when a person takes the same test repeatedly [2]. Thus, to 

overcome problems in the traditional approach of personality 

assessment, automatic personality recognition has been 

introduced. The ChaLearn Looking at People Challenge 2016 

(ECCV2016) was a pioneering dataset for automatic 

personality recognition [11]. The dataset contains subjects or 

people talking in front of a camera for 15 seconds, focusing on 

first impression-based personality analysis using very short 

video input. However, several other datasets have also been 

used in personality trait recognition research, allowing a 

broader analysis of CNN capabilities. For example, Hemamou 

et al. (2019) have developed their own dataset of French 

asynchronous video interviews, which consists of only 7938 

candidates applying for 475 sales positions [12]. On the other 

hand, Suen et al. (2019) developed asynchronous video 

interview (AVI) software, involving 120 participants from the 

human resources field, with a video duration of 20 minutes 

each [13]. The Self presentation and Induced Behavior Archive 

for Personality Analysis (SIAP) dataset integrates facial action 

units, head pose, gaze and transcribed speech for a multimodal 

approach to personality recognition [14]. These datasets 

provide varying perspectives on CNN-based personality trait 

recognition, enabling a better understanding of feature 

extraction effectiveness across different environments. 

Due to certain restrictions, a self-collected data set was not 

publicly available for further analysis and research. Most 

previous studies used ChaLearn dataset and focus on 

developing a model to recognize a person’s personality traits 

based on features extracted from short video-clip including 

combination of local face cue and audio signal [15-16], added 

ambient background features and text transcriptions [17-18] 

and added gaze distribution [19]. This study reviews research 

papers published between 2016 and 2023 from academic 

databases such as IEEE Xplore, Web of Science, Scopus, 

SpringerLink, ScienceDirect, and Google Scholar. The search 

was conducted using keywords such as 'personality computing', 

'personality traits recognition', 'audio-visual feature extraction,' 

and 'CNN'. We identified several key papers that were strongly 

related to personality recognition using audio-visual features 

with convolutional neural network models. This paper is 

organized into seven sections including Introduction, Audio-

Visual Features for Personality Traits Recognition (PTR), 

Dataset for PTR, Convolutional Neural Network Model for 

Audio-Visual Features, Strengths and Capabilities of CNN-

based Feature Extraction, Review of Previous Related Work on 

CNN, and Conclusion section. 

 

II. AUDIO-VISUAL FEATURES FOR PERSONALITY 

TRAITS RECOGNITION (PTR) 

 

An image is a visual representation of something like an 

object or a person. In computer vision, image representation 

refers to the method of transforming or converting an image 

into a numerical form. Commonly, images are represented as a 

collection of pixels, with each pixel representing a different 

feature like colour or intensity value. This value can be easily 

interpreted and processed by a computer. The purpose of image 

representation is to extract relevant features from an image that 

plays the key role in image recognition. Visual features are one 

of the essential input data in recognition tasks including object 

detection and image classification. According to Zhao, Tang, 

and Zhang (2022), visual based input data in personality traits 

recognition can be divided into two categories which are static 

image and dynamic video sequences [20]. Static image input 

data enables recognition tasks to be performed on a single 

image, whereas dynamic video sequences employ a series of 

image frames. Dynamic video sequences input data not only 

providing series of images but additionally consists of temporal 

and spatial information. Both temporal and spatial information 

complement the series of images frames for personality traits 

recognition [21]. Current research in personality traits 

recognition used visual features from a video to automatically 

identify OCEAN personality traits [13][19][21]. The visual 

features include face images, ambient and scene backgrounds 

images. 

In the past, detecting faces and their characteristics such as 

the lips, nose, eyes, gazes, and head nods was a challenging 

task. However, deep learning algorithms can solve this task 

recently. By using a simple convolutional neural network 

(CNN), it can easily help to detect key points on parts of faces 

images. Previous study has demonstrated that there is a 

correlation between facial key points and the Big Five 

personality model attributes. Cai and Liu (2022) discovered 

that the points from the right jawline to the chin contour 

showed a significant negative correlation with agreeableness in 

their study [23]. According to Kachur et al., (2020), artificial 

neural networks algorithm was able to reveal multidimensional 

personality profiles based on static morphological facial 

features. Morphological facial features involve the shape and 

structure of the front of the head from the chin to the top of the 

forehead where the mouth, eyes, nose and other features are 

located [24]. Another study found that personality traits can be 

reliably predicted from facial images using deep learning 

(CNN and Resnet) and showed an accuracy results more than 

70%. Based on the study experiments, it showed that accuracy 

of neuroticism and extroversion was the most accurate with 

accuracy exceeding 90% [25]. 

Generally, audio is a sound wave with a frequency range of 

20Hz-20kHz that can be heard by the human ear. Audio signals 

provide audio features such as mel-frequency cepstral 

coefficient (MFCC), mel-bank features (MBF), spectrogram, 

chromogram, spectral centroid, and spectral roll-off, which can 

be extracted from raw audio samples. In an accent 

classification task, the MFCC yielded the highest accuracy 

[26]. In personality trait identification, MBF features were 

compared to MFCC and log bank, and the results demonstrate 

that MBF performs better [19]. The recent trends of audio 

features implementation in personality traits recognition are 

using deep learning techniques. Zhao et al., (2023) used 

VGGish, a pretrained CNN model to capture high-level 

segment-level audio features to learn an audio feature 
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representation from video input [27]. Next, we discussed the 

datasets used for personality recognition, and in the following 

section, we reviewed the design of convolutional neural 

network models for audio-visual features extraction 

 

III. DATASETS FOR PERSONALITY TRAITS 

RECOGNITION (PTR) 

 

Automatic personality recognition has been studied using 

various datasets, each offering unique characteristics for model 

evaluation. These datasets differ in terms of sample size, 

personality trait models, labeling methods, data collection 

tools, and the environment used during data collection. These 

differences affect the performance and generalization of deep 

learning models in personality recognition. One of the most 

widely used datasets is the ChaLearn dataset [17], which 

consists of 10,000 YouTube videos labeled with observer rated 

Big Five personality traits. Due to its large sample size and 

uncontrolled environment, it presents challenges related to 

noise and variability in data including lighting conditions, face 

angles, background clutter, and inconsistent video quality. 

Similarly, the Speed Interviews Project [28] contains 8,000 

videos from YouTube, also annotated with observer rated 

personality traits. This dataset is valuable for analyzing 

personality traits in real interview settings and assessing the 

robustness of personality recognition models in practical 

applications. Another large-scale dataset, the CMU-MOSEI 

dataset [29], expands personality recognition research with 

12,300 videos labeled with six emotions. This dataset enhances 

personality trait analysis through multimodal emotion 

recognition. 

In contrast to these uncontrolled datasets, several others use 

controlled data collection environments to reduce noise and 

enhance data consistency. The AVI Project database [13] 

includes 120 participants who completed a self-reported 

personality survey in a mock interview setting, allowing 

researchers to analyze personality traits in structured manner. 

Similarly, the Self-Presentation and Induced Behavior Archive 

for Personality Analysis (SIAP) dataset [14] consists of 60 

participants and using self-reported Big Five traits for 

annotations in controlled interview recordings. These datasets 

provide more reliable personality labels, reducing the 

subjectivity often encountered in observer rated annotations. 

Additionally, other datasets focus on facial feature-based 

personality assessment. The IMM Face Database [30] contains 

40 participants and evaluates personality traits such as 

extroversion, openness, agreeableness, and rigor, using facial 

images captured under different lighting conditions and angles. 

This dataset is particularly useful for studying static image-

based personality prediction. The VHQ Project includes 165 

video recordings of participants in controlled mock interview 

settings, using self-reported Big Five personality surveys for 

annotation [31]. Table I shows a list of existing datasets used in 

personality trait recognition research. 

The existing studies on these datasets have leveraged CNNs 

to analyze facial expressions and visual cues for personality 

assessment by extracting meaningful facial features from 

images and videos. Some studies have also combined CNNs 

with other models, such as Long Short-Term Memory (LSTM) 

networks, to capture both spatial and temporal features, further 

enhancing recognition performance. These advancements 

highlight the effectiveness of CNNs in personality trait analysis 

and their potential for further optimization in future research. 

The next section will further discuss leveraging CNNs for 

audio-visual features. 

 
TABLE I.  EXAMPLES OF DATASETS USED IN PTR 

 

Datasets [Ref] 
Sample 

Size 

Personality 

Model 
Annotation 

Data 

Collection 

Tools / 

Environment 

AVI Project 

[13] 
120 Big Five 

Self-
Personality 

Survey 

Interview 
recording / 

Controlled 

SIAP [14] 60 Big Five 
Self-

Personality 

Survey 

Interview 
recording / 

Controlled 

Chalearn [17] 10,000 Big Five 

Observer 

Rated 

Personality 

YouTube / 
Uncontrolled 

Speed 

Interview 

Project [28] 

8,000 Big Five 

Observer 

Rated 

Personality 

YouTube / 
Uncontrolled 

CMUMOSEI 

[29]  
12,300 

6 emotions 

signal 

Observer 

Rated 
Personality 

YouTube / 

Uncontrolled 

IMM Face 
[30] 

40 

Extroversion, 

Openness, 
Agreeable-

ness, Rigor 

Observer 

Rated 

Personality 

Images 

captured / 

Controlled 

VHQ Project 
[31] 

165 Big Five 

Self-

Personality 

Survey 

Interview 

recording / 

Controlled 

 

 

IV. CONVOLUTIONAL NEURAL NETWORK MODEL 

FOR AUDIO-VISUAL FEATURES 
 

Convolutional neural network (CNN) is a well-known 

model which is designed for image processing where it 

specializes for applications in image and video recognition. 

There are three basic types of layers in CNN includes 

convolutional layer, pooling layer, and fully connected layer. 

The convolutional layer is the core building block in CNN 

model which carries the responsibility for features extraction. It 

convolutes the input image using convolution operators and 

stores the convolution results to separate channels of the 

convolution layer. The pooling layer works to reduce the 

feature map's dimensionality. There will be several pooling 

layers scattered between convolution layers. The features 

become more relevant as the convolutional network moves 

deeper, and redundancy is also decreased. The output of the 

final pooling or convolutional layer is flattened and sent into 

the fully connected layer as the input. Fully connected layer is 

the last layer in CNN where image classification happens based 

on the extracted features. The CNN model requires an image as 

input, either a grayscale image (1 channel) or a color image 

with three channels; red, green, and blue (RGB). Thus, the 

approach for audio recognition using CNN is to convert the 

audio data into images. The common method is generating 

spectrograms from audio input. A spectrogram plots over time 

where time on the x-axis and spectrum-frequency on the y-

axis. Some python libraries like librosa [32] and pyaudio [33] 
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are great for audio processing where the libraries can load raw 

audio files, extract the audio features, and visualize the audio 

data. Based on literature study, personality traits recognition 

model has been built by enhancement or modification of 

algorithm that based on neural network model such as 

convolutional neural Network (CNNs) with transformer 

network [27], combination of residual network (ResNet) and 

Long Short Term Memory (LSTM) [18-19] descriptor 

aggregation networks (DANs) [16], multi-task cascaded 

convolutional network (MTCNN) with VGG-model [22] and 

some more. The next paragraph will describe the details of 

some CNN-based models in existing study. 

VGGNet is one of CNN-based models that supports up to 

19 layers and is primarily concerned with the effect of 

convolutional neural network depth on its accuracy. VGGNet 

was developed with the aim of reducing the number of 

parameters in the convolutional layer and enhancing training 

time [34]. VGGNet has been used in personality traits 

recognition to extract facial images from the series of videos 

input [16]. Specifically, pre-trained deep audio CNN model 

called VGGish used for audio features extraction and VGG-

Face used for visual features extraction [27]. The convolutional 

layers in VGGNet use smaller filter (3x3 or 1x1 filter) and the 

convolution step is fixed. VGGNet has three fully connected 

(FC) layers where the first two of FC layers with 4096 

channels and followed by FC layers with 1000 channels to 

predict 1000 labels (ImageNet dataset). In addition, the pooling 

layer in VGGNet is not followed by each convolutional layer 

but the pooling layers distributed under different convolutional 

layers. Fig. 1 illustrates the VGGNet Model. 
 

 
 

Fig. 1.  Illustration of VGGNet model  

 

 

Residual Network (ResNet) is another type of CNN-based 

model that was introduced with the basic idea of having "skip 

connections" built into the network [35]. The skip connections 

layers in ResNet aim to overcome the vanishing gradient 

problem by allowing gradients to flow across these levels. The 

ResNet model has several models where each differs in the 

number of layers such as ResNet18, resnet34, ResNet50 and 

ResNet101. For example, ResNet18 consists of 18 layers with 

approximately 11 million parameters while Resnet50 has 50 

layers with around 23 million parameters. The more numbers 

of layers stacked on the network model; the more parameters 

produced by model. Previous studies on personality traits 

recognition have utilized ResNet101 model to extract face 

features for personality prediction and yielded prediction 

accuracy more than 91% [18][22]. Another study utilizes 

ResNet34 to extract both audio visual features including 

prosody features, scene background and local facial cues for 

personality analysis [36]. 

Descriptor Aggregation Networks (DANs) are modified 

versions of CNNs where the fully connected layers are 

discarded and replaced by average and max pooling layer 

following the last convolutional layer. Both the average and 

max pooling layers aggregate the deep descriptors of the last 

convolutionl layer before they are concatenated into the final 

image representation for regression [16]. By discarding the 

fully connected layers, several benefits offered by DANs such 

as reducing model size, decreasing final feature dimensionality 

and accelerating the model training. Another model called 

FaceNet was developed to perform the task of face recognition, 

verification and clustering using 22 deep convolutional layers. 

FaceNet differs from other models where it learns the mapping 

from the input images and builds embeddings without relying 

on any bottleneck layer for recognition or verification tasks 

[37]. Another significant point of FaceNet is its loss function 

where it uses triplet loss function namely anchor, positive and 

negative. The model should ensure that anchor image distances 

are closer to positive images as compared to negative images. 

Meanwhile, OpenFace model was inspired by FaceNet, yet 

OpenFace is lighter [38]. OpenFace has a weight of about 

14MB, compared to FaceNet and VGG-Face which have 

weights of 90MB and 566MB respectively. While 

implementing openFace to analyze an image, the face detection 

library will initially create a bounding box around the face and 

then send each face to the neural network separately. Next, the 

model computes 128 dimensions face embeddings to quantify a 

face and then trains a Support Vector Machine (SVM) on top 

of the embeddings. Finally, the model successfully recognizes 

faces in images. In personality traits recognition OpenFace is 

used to handle visual modality features extraction especially 

facial features detection [12], [19]. 

Several deep learning models have been developed to 

address different problems and applications [39]. For example, 

models like autoencoders and GANs are more suited for 

generative tasks rather than classification-based personality 

inference. On the other hand, CNN-based models have 

demonstrated excellent performance in extracting personality-

related features from images and videos due to their ability to 

detect spatial patterns in facial expressions and gestures. These 

models leverage convolutional layers to capture hierarchical 

feature representations, making them particularly effective for 

personality trait recognition. A key advantage of CNNs is their 

ability to utilize pre-trained models, such as VGGFace, 

ResNet, and EfficientNet, for transfer learning, enabling 

efficient feature extraction from limited datasets. CNN-based 

models remain the preferred approach for personality 

recognition due to their computational efficiency, ease of 

training, and adaptability to multimodal personality analysis. 

However, CNNs models struggle with capturing temporal 

dependencies in personality-related behaviors, making them 

less effective for long-term video-based personality analysis. 
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To address this, hybrid CNN-BiLSTM models have been 

introduced to integrate spatial and temporal feature extraction, 

improving the robustness of personality trait prediction. Table 

II summarizes the comparison of CNN-based models for 

personality traits recognition. 

 
TABLE II.  COMPARISON OF CNN-BASED MODELS FOR 

PERSONALITY TRAITS RECOGNITION 

 

Model Key Characteristics Advantages Limitations 

VGGNet Deep CNN model with 

up to 19 layers; uses 
small 3×3 filters 

Simple 

architecture, 
effective for 

feature 

extraction 

High computa-

tional cost, 
large model size 

ResNet Introduces skip 

connections to prevent 

vanishing gradient 
issues; available in 

ResNet18, ResNet34, 

ResNet50, and 
ResNet101 variants 

Deeper 

networks with 

better 
gradient flow, 

improved 

accuracy 

High number of 

parameters, 

increased 
training time 

DANs Fully connected layers 
replaced with global 

average and max 

pooling 

Reduces 
model size, 

improves 

training speed 

May lose fine-
grained feature 

information 

FaceNet Uses deep CNN 

embeddings for face 
verification and 

clustering 

High 

accuracy in 
face 

recognition 

and 
verification 

Requires triplet 

loss 
optimization for 

training 

Open-

Face 

Lightweight deep 

learning model 
inspired by FaceNet 

Smaller 

model size, 
faster 

inference 

Lower accuracy 

compared to 
larger models 

like VGGFace 

 

 

V. STRENGTHS AND CAPABILITIES OF CNN-BASED 

FEATURE EXTRACTION  

 

CNN-based algorithms are commonly adopted for training 

personality trait recognition models using video frames or 

static images due to their strong hierarchical feature learning 

capabilities. They can extract low-level features from image or 

video frames such as edges, textures, and colors, as well as 

high-level semantic features like facial expressions, gaze 

direction, and micro-expressions, which are crucial for 

personality analysis [19]. Other feature modalities like audios 

signal and transcribed texts have also been used to 

automatically classify a person's personality. Speech patterns, 

prosodic features, and textual sentiment analysis have been 

explored alongside CNN-based models, demonstrating the 

effectiveness in personality prediction. To enhance and 

improve classification accuracy, CNNs can be adapted to 

multimodal personality recognition tasks where they combine 

different feature modalities such as visual, audio and text. In 

the visual modality processing, CNNs extract spatial features 

from images or video frames, capturing key facial expressions, 

landmarks, and body posture, which are crucial for personality 

recognition. For audio processing, features including tone, 

pitch, and speech rhythm, can be extracted using spectrogram-

based CNNs, where raw audio signals are transformed into 

MFCCs, Mel spectrograms, or Chroma features before being 

fed into a convolutional network [17][19]. Similarly, textual 

features derived from speech transcripts, captions, or social 

media posts can be processed using CNNs with word 

embeddings to capture linguistic patterns that correlate with 

personality traits. 

Another key strength of CNN-based model in multimodal 

setting is their ability to learn modality-specific feature 

representation and enabling cross-modal fusion and interaction. 

This allows deeper personality traits analysis through multi-

features concatenation. Advanced fusion techniques, such as 

attention mechanisms and hierarchical feature integration, 

further enhance CNNs' ability to model personality traits from 

multi-input sources [40]. These capabilities make CNN-based 

personality recognition systems valuable in applications such 

as automated recruitment, affective computing, and human-

computer interaction, where understanding personality from 

multiple perspectives leads to more accurate and robust 

assessments. Additionally, CNNs can be integrated with pre-

trained models to leverage their learned representations and 

improve personality trait recognition performance. Pre-trained 

models such as VGG16, ResNet, EfficientNet, and Vision 

Transformers (ViTs), which have been trained on large-scale 

datasets like ImageNet, provide rich feature representations 

that generalize well to target tasks. By employing transfer 

learning, these pre-trained networks can be fine-tuned on 

personality recognition datasets, allowing CNNs to extract 

meaningful spatial and semantic features from facial images or 

video frames without requiring extensive training from scratch. 

This reduced training requirement not only accelerates model 

adaptation but also enhances computational efficiency, as 

CNNs require fewer resources compared to transformer-based 

architectures. As a result, CNNs are well-suited for real-time 

personality analysis in practical applications, where speed and 

efficiency are crucial. 

 

VI. REVIEW OF PREVIOUS RELATED WORK ON CNN  
 

This paper presents a brief review on CNN models for 

audio-visual features extraction in personality traits 

recognition. Several CNN-based models have been developed 

in previous studies with various enhancements and 

modifications. Each of the models mentioned above performs 

well in its own way. Table III shows a summary of existing 

study in personality trait recognition in terms of modality, 

features extraction, learning model and accuracy achievement.  
 

TABLE III.  SUMMARY OF EXISTING STUDY IN PTR 
 

Ref Modality 
Features 

Extraction 
Learning Model Accuracy 

[13] visual 
face:OpenCV & 
DLib 

CNN 0.9536 

[15] visual, 
audio 

face:OpenFace LSTM 0.9120 

[16] visual, 

audio 

audio: pyAudio 

features library 

DANs 0.9130 

[17]a visual, 

audio 

face:VGG-Face  DCNN + ELM 0.9173 

[19] visual, 

audio 

audio: python 

speech features 

library 

ResNet + 

LSTM 

0.9207 

[27] visual, 

audio 

face: VGG-Face CNN + Bi-

LSTM + 
Transformer 

net. 

0.9167 
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Ref Modality 
Features 

Extraction 
Learning Model Accuracy 

[12] visual, 

audio, 
text 

ambient: VGG-

VD19 

Classification-

Regression 
Network  

(CR-Net) 

0.6450 

[18] visual, 

audio, 

text 

audio: OpenSmile (ResNet + 

VGGish + 

ELM) + LSTM 

0.9180 

[22] visual, 

audio, 

text 

face, gaze signal: 

openFace 

MTCNN + 

VGGish CNN + 

CNN 

0.9143 

[36] visual, 

audio, 
text 

audio: mel-bank Classification-

Regression 
Network  

(CR-Net) 

0.9188 

a. Baseline model for personality traits recognition 

 

 

Literature also has shown that automatic personality traits 

recognition can be done through the ability of enhancement 

and modification of deep neural network models. Based on 

Table 1, base line model of personality traits recognition was 

developed using deep convolutional neural network (DCNNs) 

and extreme learning machine (ELM) [17]. The baseline model 

combines audio, scene, and facial features as data input for 

model development. Most of the existing study used the 

combination of facial features and audio signal for personality 

recognition. However, Sun et al., (2022) explored on eyes gaze 

features to be added on top of facial features and audio signals; 

and achieved accuracy performance 0.9207 outperformed other 

models which employed the combination of facial features and 

audio signal [16]. Therefore, future efforts to improve the 

accuracy of personality trait recognition will include 

considering more nonverbal visual cues such as facial 

landmarks, head nods, and upper body movement. 

 

VII. CONCLUSION 

 

Convolutional neural networks have demonstrated 

promising accuracy in image classification and computer 

vision tasks. It allows computational systems to extract 

meaningful information from static image or video sequences 

input which includes visual and audio features. Their 

hierarchical feature extraction capability allows them to 

capture both spatial and semantic features, enabling 

multimodal personality inference. CNNs also can be retrained 

for new recognition tasks using the pretrained network in 

which it is useful when dealing with limited input sources for 

training. Currently, CNN-based model increases the number 

depth layer to extract more relevant features and resulted the 

more parameters in the end layer. Whenever the network depth 

is deeper, the fitting ability of CNN is stronger. However, 

increasing the depth of network layers will not guarantee 

accuracy improvement. Thus, the modification on CNN-based 

model is not only regarding the increasing of depth layer but 

also on how to utilize each layer to improve the quality of 

extracted features [40]. Several techniques such as transfer 

learning, data augmentation, regularization, and 

hyperparameter tuning are believed to be able to improve 

quality of extracted features, as well as improve the accuracy 

performance of CNN model. Regardless of their strengths, 

CNNs face challenges in temporal modeling and feature fusion, 

limiting their ability to fully capture dynamic personality-

related behaviors. In future, it is interesting to explore more on 

modification and enhancement of CNN-based model for audio-

visual features extraction to improve personality recognition 

performance. Recent advancements, such as hybrid CNN-

BiLSTM architectures, transformer-based models, and dataset 

augmentation, offer new opportunities to enhance personality 

trait prediction accuracy. 
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